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HIGHER CODIMENSION ISOPERIMETRIC PROBLEMS

RAFE MAZZEO, FRANK PACARD, AND TATIANA ZOLOTAREVA

Abstract. We consider a variational problem for submanifolds Q ⊂ M

with nonempty boundary ∂Q = K. We propose the definition that the
boundaryK of any critical point Q have constant mean curvature, which
seems to be a new perspective when dimQ < dimM . We then construct
small nearly-spherical solutions of this higher codimension CMC prob-
lem; these concentrate near the critical points of a certain curvature
function.

1. Introduction

Constant mean curvature (CMC) hypersurfaces are critical points of the
area functional subject to a volume constraint. Examples include sufficiently
smooth solutions to the isoperimetric problem. If K is an embedded sub-
manifold in a Riemannian manifold (Mm+1, g), then its mean curvature
vector HK is the trace of its shape operator. When K is a hypersurface,
then we say that K has CMC if this vector has constant length, and this is
the only sensible definition in this case. However, when codimK > 1, it is
less obvious how to formulate the CMC condition, since there is more than
one way one might regard the mean curvature vector as being constant.
One definition that has perhaps received the most attention is to require
that HK be parallel. This is quite restrictive, and for that reason, not very
satisfactory.

We propose here a different, and directly variational, definition. Building
on ideas of Almgren [1], and extending one standard characterization of
CMC hypersurfaces, we define constant mean curvature submanifolds to be
boundaries of submanifolds which are critical for a certain energy functional.
Roughly speaking, we say that K has constant mean curvature if K = ∂Q
whereQ is minimal, K has CMC inQ, andHK has no component orthogonal
to Q.

The goal of this paper is to show that generic metrics on any compact
manifold admit ‘small’ CMC submanifolds in this sense. The result proved
here is a generalization of a well-known theorem by Ye [9], which constructs
families of CMC hypersurfaces which are small perturbations of geodesic
spheres centered at nondegenerate critical points of the scalar curvature
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function R. The more recent paper [6] obtains such families of CMC hyper-
surfaces under general condition on the scalar curvature and in particular
when it is constant; in that case, these hypersurfaces are centered near crit-
ical points of a different curvature invariant. These various results illustrate
the sense in which the metric must be generic: some scalar function of the
curvature must have nondegenerate critical points.

Let us now introduce the relevant curvature function. For any (k + 1)-
dimensional subspace Πp ⊂ TpM , define the partial scalar curvature

Rk+1(Πp) := −
k+1∑

i,j=1

〈R(Ei, Ej)Ei, Ej〉.

where E1, . . . , Ek+1 is any orthonormal basis for Πp. Note that Rm+1(TpM)
is the standard scalar curvature at p, while R2(Πp) is twice the sectional
curvature of the 2-plane Πp. The Grassman bundle Gk+1(TM) is the fibre
bundle over M with fibre at p ∈ M the Grassmanian of all (k+1)-planes in
TpM . We regard Rk+1 as a smooth function on Gk+1(M).

Denote by Sk
ε (Πp) and Bk+1

ε (Πp) the images of the sphere and ball of
radius ε in Πp under the exponential map expp, p ∈ M . We can now state
our main result.

Theorem 1.1. If Πp is a nondegenerate critical point of Rk+1, then for
all ε sufficiently small, there exists a CMC submanifold Kε(Πp) which is a

normal graph over Sk
ε (Π̃p̃) by some section with C2,α norm bounded by Cε2,

and dist (Π̃p̃,Πp) ≤ c ε.

Our construction of CMC submanifolds generalizes the method intro-
duced in [6], and can also be carried out in certain cases when the partial
scalar curvature has degenerate critical points, for example when (M,g) is
Einstein has or constant partial scalar curvature.

Theorem 1.2. There exists ε0 > 0 and a smooth function

Ψ : Gk+1(TM)× (0, ε0) −→ R,

defined in (9) below, such that if ε ∈ (0, ε0) and Πp is a critical point of
Ψ(·, ε), then there exists an embedded k-dimensional submanifold Kε(Πp)
with constant mean curvature equal to k/ε. This submanifold is a normal
graph over a geodesic sphere Sk

ε (Πp) with respect to a vector field, the C2,α

norm of which is bounded by cε2.

The function Ψ is essentially just the associated energy functional re-
stricted to a particular finite dimensional set of approximately CMC sub-
manifolds.

The outline of this paper is as follows. We first give a more careful de-
scription of our proposed definition of constant mean curvature and its rela-
tionship to the associated energy functional. We introduce the linearization
and second variation of this energy, then compute these operators in detail
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for the round sphere Sk ⊂ R
m+1. The construction of ‘small’ solutions of

the CMC problem concentrating around critical points of the function Ψ
proceeds in stages. We construct a family of approximate solutions, then
solve the problem up to a finite dimensional defect. This defect depends
on certain parameters in the approximate solution, and in the last step we
employ a variational argument to choose the parameters appropriately to
solve the exact problem. Certain long technical calculations are relegated
to the appendices.

2. Preliminaries

In this section we begin by setting notation and recalling some standard
formulæ. This is followed by the introduction of a variational notion of
constant mean curvature for closed submanifolds of arbitrary codimension.
We compute the first and second variations of the associated energy func-
tional, and then explain what these look like for round spheres (of arbitrary
codimension) in R

m+1.

2.1. The mean curvature vector. Let (Mm+1, g) be a compact smooth
Riemannian manifold, and consider smooth, closed k-dimensional subman-
ifolds K ⊂ M and (k + 1)-dimensional submanifolds Q with nonempty
boundary K, 1 ≤ k ≤ m. We write ∇Σ for the connection on any em-
bedded submanifold Σ, and reserve ∇ for the full Levi-Civita connection on
M .

The second fundamental form of Σ is the symmetric bilinear form on TΣ
taking values in the normal bundle NΣ defined by

h(X,Y ) := ∇X Y −∇Σ
XY = πNΣ∇X Y ;

here πNΣ is the fibrewise orthogonal projection TΣM → NΣ. The trace of
h is a section of NΣ, and is called the mean curvature vector field

HΣ := tr g h =
dimΣ∑

i=1

h(Ei, Ei),

where {Ei} is any orthonormal basis for TpΣ. By definition, Σ is minimal
provided HΣ ≡ 0.

2.2. Constant mean curvature in high codimension. Let us now spe-
cialize to the case where Qk+1 ⊂ M is a smooth, compact submanifold
with boundary, with ∂Q = K. The normal bundle NK decomposes as an
orthogonal direct sum

NK = NK⊥ ⊕NK‖ ,

where NK‖ = NK ∩ TQ has rank 1 and NK⊥ = NK(NQ) = NK ∩ NQ
has rank m− k. We shall write n for the inward pointing unit normal to K
in Q. Thus if Φ ∈ NK, then Φ = [Φ]⊥ + [Φ]‖ = [Φ]⊥ + φn for some scalar
function φ.
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Definition 2.1. The closed submanifold K ⊂ M is said to have constant
mean curvature if K = ∂Q where Q is minimal in M , K has constant mean
curvature in Q and the Q-normal component [HK ]⊥ ∈ NK⊥ vanishes.

A key motivation is that this definition is variational, where the relevant
energy is given by

(1) Eh0
(Q) := Volk(∂Q)− h0 Volk+1(Q).

Proposition 2.1. The submanifold K = ∂Q has constant mean curvature
h0 (in the sense of Definition 2.1) if and only if

DEh0
|Q = 0.

The meaning of the differential here is the usual one. Let Ξ be a smooth
vector field on M and denote by ξt its associated flow. For t small, write
Qt = ξ(t,Q) and Kt := ∂Qt = ξ(t,K). The requirement in the Proposition
is then that for any smooth vector field Ξ,

d

dt
Eh0

(Qt)

∣∣∣∣
t=0

= 0.

The proof is standard. The classical first variation formula (see Appendix)
states that

d

dt
Vol(Kt)

∣∣∣∣
t=0

= −
∫

K
g(HK ,Ξ)dvolK ,

and
d

dt
Vol(Qt)

∣∣∣∣
t=0

= −
∫

Q
g(HQ,Ξ)dvolQ −

∫

K
g(n,Ξ)dvolK .

It follow directly from these that

d

dt

∣∣∣∣
t=0

Eh0
(Qt) = 0,

for all vector fields Ξ if and only if HK = h0 n and HQ ≡ 0, as claimed.
The definition above coincides with the standard meaning of CMC when

K is a hypersurface in M which is the boundary of a region Q. In particular,
if Kk ⊂ R

k+1 ⊂ R
m+1 and K has CMC as a hypersurface in R

k+1, then
it has CMC in the sense of Definition 2.1. In particular, any round sphere
Sk ⊂ R

m+1 has CMC in this sense.

2.3. The Jacobi operator. Let us now study the differential of the mean
curvature operator, which is known as the Jacobi operator. For this subsec-
tion, we revert to considering an arbitrary submanifold Σ, either closed or
with boundary, and shall now recall the expression for this operator.

The Jacobi operator JΣ is the differential of the mean curvature vector
field with respect to perturbations of Σ. To describe this more carefully,
set Bε(NΣ) = {(q, v) ∈ TΣM : |v| < ε} and consider the exponential map
exp from an ε-neighborhood of the zero section in TΣM into M . Since
exp∗|{v=0} = Id, If Φ ∈ C2(Σ;TΣM) has ||Φ||C0 sufficiently small, then

ΣΦ := {expq(Φ(q)) : q ∈ Σ} is an embedded submanifold. We shall denote
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the family of submanifolds ΣsΦ by Σs, and their mean curvature vector
fields by Hs. We also write Fs : Σ → Σs for the map q 7→ expq(sΦ(q)). By
definition,

JΣ(Φ) = ∇∂/∂sHs

∣∣
s=0

.

We shall be particularly interested in the case where Φ is a section of the
normal bundle NΣ. When ∂Σ 6= ∅, we also require that Φ = 0 on ∂Σ. The
operator πNΣ ◦ JΣ will be denoted JN

Σ . We recall in the appendix the proof
of the standard formula

(2) JN
Σ = −∆N

Σ +RicNΣ + H
(2)
Σ ,

where ∆N
Σ is the (positive definite) connection Laplacian on sections of NΣ,

∀Φ ∈ NΣ, ∆N
Σ Φ =

dim(Σ)∑
i=1

∇N
Ei

∇N
Ei

Φ−∇N
∇N

Ei
Ei

Φ, ∇N
XY = πNΣ

◦ ∇XY

and the other two terms are the following symmetric endomorphisms of
NΣ:

(i) The orthogonal projection RicNΣ = πNΣ
◦ RicΣ of the partial Ricci

curvature RicΣ, defined by

〈RicΣX,Y 〉 := −tr g 〈R(·,X)·, Y )

= −
dimΣ∑

i=1

〈R(Ei,X)Ei, Y 〉 for all X,Y ∈ TM
(3)

note that the curvature tensor appearing on the right is the one on
all of M , and is not the curvature tensor for Σ;

(ii) the square of the shape operator, defined by

(4) H
(2)
Σ (X) :=

dimΣ∑

i,j=1

〈h(Ei, Ej),X〉h(Ei, Ej), for all X ∈ TM

In general, JΣ(Φ) 6= JN
Σ (Φ) since JΣ(Φ) has a nontrivial component JT

Σ (Φ)
which is parallel to Σ; as we show later, that part is canceled in our final
formula so we do not need to make it explicit. Note, however, that JT

Σ (Φ)
vanishes when Σ is minimal. Indeed, writing the mean curvature vector field
to ΣsΦ in the form

Hs =
∑

ν

〈Hs, Nν(s)〉Nν(s),

where Nν(s), ν = dimΣ + 1, . . . ,m + 1 is a local orthonormal frame for
NΣsΦ we find

[JΣ(Φ)]
T =

∑

ν

((
〈∇∂/∂sHs

∣∣
s=0

, Nν(0)〉 + 〈HΣ, ∇∂/∂s

∣∣
s=0

Nν(s)〉
)
Nν(0)

〈HΣ, Nν(0)〉 ∇∂/∂s

∣∣
s=0

Nν

)T
=

∑

ν

〈HΣ, Nν〉
[
∇∂/∂sNν(s)

∣∣
s=0

]T
,

and if HΣ = 0, we have JT
Σ = 0.
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2.4. The second variation of Eh0
. We set

C2,α
0 (NQ) := {V ∈ C2,α(NQ) : V |K = 0}.

With this notation in mind, we have the:

Definition 2.2. The minimal submanifold Q is nondegenerate if

JQ : C2,α
0 (NQ) −→ C0,α(NQ),

is invertible.

Lemma 2.1. If Q is nondegenerate, then there is a smooth mapping Φ 7→
QΦ from a neighbourhood of 0 in C2,α(NK) into the space of (k + 1)-
dimensional minimal submanifolds of M with C2,α boundary, such that Q0

is the initial submanifold Q and ∂QΦ = KΦ.

Proof. Fix a continuous linear extension operator

C2,α(NK) ∋ Φ 7→ VΦ ∈ C2,α(TQM).

Thus VΦ is a vector field along Q which restricts to Φ on K. Without loss
of generality, we can assume that VΦ ∈ TQ if [Φ]⊥ = 0 and VΦ ∈ NQ when

[Φ]‖ = 0. Next, let W be a C2,α section of NQ which vanishes on K. If
both ||Φ||2,α and ||W ||2,α are sufficiently small, then expQ(VΦ + W ) is an

embedded C2,α submanifold QU , U = VΦ +W , with boundary KΦ := ∂QU .
Denoting its mean curvature vector by H(Φ,W ), then

DWH|(0,0) (W ) = JQW.

SinceQ is minimal, DWH|(0,0) (W ) takes values inNQ, whereasH(Φ,W ) ∈
NQU ⊂ TQU

M , so we cannot directly apply the implicit function theorem.

To remedy this, first let H̃(Φ,W ) be the parallel transport of H(Φ,W ) along
the geodesic s 7→ expq(sU(q)), from s = 1 to s = 0. Parallel transport pre-
serves regularity (this reduces to the standard result on smooth dependence

on initial conditions for the solutions of a family of ODE’s), so H̃(Φ,W ) is
a C0,α section of TQM . Now define

Ĥ(Φ,W ) := πNQ ◦ H̃(Φ,W ),

where πNQ : TQM → NQ is the orthogonal projection. Since H(Φ,W ) ∈
NQU

M and since ||U ||C1 is small, H̃(Φ,W ) lies in the nullspace of π at
any q ∈ Q if and only if it actually vanishes. Thus it is enough to look

for solutions of Ĥ(Φ,W ) = 0. Notice that DW Ĥ|(0,0) = JQ. We can now

apply the implicit function theorem to conclude the existence of a C2,α map

Φ 7→ W (Φ) such that H(Φ,W (Φ)) = Ĥ(Φ,W (Φ)) ≡ 0 for all small Φ. �

We henceforth denote byQΦ the minimal submanifold expQ (VΦ +W (Φ)).

Observe that when [Φ]⊥ = 0, the submanifold parametrized by expQ(Vφ) is

O(‖Φ‖2C2,α) close to QΦ; this is easy to check when Φ := φn where φ is
small. Therefore, in this ‘tangential’ case, we conclude that

UΦ = VΦ +O(‖Φ‖2C2,α).
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Next, when [Φ]‖ = 0, we define ZΦ as the solution of

JQZΦ = 0, ZΦ|K = Φ,

and it is easy to check that the submanifold parametrized by expQ(Zφ) is

also O(‖Φ‖2C2,α) close to QΦ. We summarize all this in the

Lemma 2.2. When ‖Φ‖C2,α is small, we have the decomposition

UΦ = V[Φ]‖ + Z[Φ]⊥ +O(‖Φ‖2C2,α),

where Z[Φ]⊥ is the solution of

JQZ[Φ]⊥ = 0, Z[Φ]⊥

∣∣∣
K

= [Φ]⊥.

Now consider the energy Eh0
along a one-parameter family s 7→ Qs :=

QsΦ of minimal submanifolds with boundaries Ks := ∂Qs = KsΦ. By the
formulæ of the last subsection,

d

ds
Eh0

(Qs) = −
∫

Ks

g(Hs − h0 ns, ∂/∂s) dvolKs ,

where Hs is the mean curvature of Ks and ns is the inward pointing unit
normal to Ks in Qs. Note that this first variation of energy is localized to
the boundary; the interior terms vanish because of the minimality of the Qs.
Our task is to compute

d2

ds2
Eh0

(Qs)

∣∣∣∣
s=0

,

when Q is critical for Eh0
.

Parametrize both Ks and Qs by y 7→ Fs(y) := expy(UsΦ(y)) (with y ∈ K
or y ∈ Q, respectively). As before, choose a smooth local orthonormal frame
Eα for TK, so that (Fs)∗Eα = Eα(s) is a local (non-orthonormal) frame for
TKsΦ. We then include n(s), the unit inward normal toKs in Qs. Moreover,

we extend n(s) to a vector n̄(s) ∈ TQs so that it satisfies ∇Qs

n̄(s)n̄(s) = 0. We

supplement this to a complete local frame for TQsM (at least near points
of Ks) by adding a local orthonormal frame Nµ(s) ∈ NQs. Here we let the
indices α, β, . . . run from 1 to k while µ, ν, . . . run from k + 1 to m+ 1 .

Notation 2.1. Set H(s) = H(Ks) − h0 H(Qs), where h0 = HK . We also
write

LQ = ∇∂/∂sHs

∣∣
s=0

Note that we can decompose H′(0) into H′(0)NK + H′(0)TK , its compo-
nents perpendicular and parallel to K. Since H(s) ⊥ Ks, we have that
〈H(s), Eα(s)〉 = 0, so

〈H′(0), Eα〉+ 〈H(0), E′
α(0)〉 = 0.

Since H(0) = 0, we obtain [LQ]
TK = 0.

Next decompose Φ = [Φ]⊥ + φn into parts perpendicular and parallel
to Q (along K). Noting that we can choose the vector field VΦ extending
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Φ in Lemma 2.1 so that its component tangent to Q lies in the span of n,
there is a similar decomposition UΦ = [UΦ]

⊥ + uφ n̄(s) for the vector field

UΦ constructed in that Lemma, locally near KΦ; note that [UΦ]
⊥
∣∣
K

= [Φ]⊥

and uφ|K = φ.

To see that E′
α(0) = ∇EαΦ, choose a curve c(t) in K with c(0) = p,

c′(0) = Eα and define G(t, s) = expc(t)(sΦ(c(t))); we then obtain that

∇∂/∂sEα

∣∣
s=0

= ∇∂/∂s∇∂/∂t

∣∣
s=t=0

G(t, s) = ∇∂/∂tΦ(c(t))
∣∣
t=0

= ∇EαΦ,

as claimed. To compute n′(0), observe that (Fs)∗(n(0)) is always tangent to
Qs and transverse, but not necessarily a unit normal, to Ks. We can adjust
it, using the Gram-Schmidt process, to get that

n(s) =
(
(Fs)∗(n(0))−

∑
cαEα(s)

)
/
∣∣∣((Fs)∗(n(0))−

∑
cαEα(s)

∣∣∣ ,

where
cα(s) = 〈Eα(s), (Fs)∗n(0)〉/|Eα(s)|2.

Arguing as before, take a curve d(t) in Q such that d(0) = p and d′(0) = n

and define G̃(t, s) = expd(t)(UsΦ(d(t))). Note that UsΦ = s(V[Φ]‖ + Z[Φ]⊥) +

O(s2‖Φ‖2C2,α). We get

∇∂/∂s(Fs)∗n(0)
∣∣
s=0

= ∇∂/∂s∇∂/∂tG̃(t, s)
∣∣∣
t=s=0

= ∇n(V[Φ]‖ + Z[Φ]⊥)

and since cα(0) = 0, we obtain

[n′(0)]⊥ =
[
∇nV[Φ]‖ +∇nZ[Φ]⊥

]∣∣∣
⊥

K
=

[
∇⊥

nZΦ⊥ + φ∇⊥
n n̄

]∣∣∣
K
.

Finally, the component [n′(0)]‖ = 0. Combining these calculations gives the

Proposition 2.2. If Q is critical for Eh0
, then

LQΦ = JNK

K Φ− h0 DQΦ,

where

DQΦ =
[
∇⊥

nZΦ + φ∇⊥
n n̄

]∣∣∣
K

2.5. The linearization at K = Sk. We conclude this section by discussing
the precise form of this linearization, and its nullspace, when

K = Sk × {0} ⊂ Q = Bk+1 × {0} ⊂ R
m+1,

since this is our basic model later. It is easy to see that Bk+1 is critical for
Ek.

The unit inward normal to Sk inBk+1 is nSk(Θ) = −Θ. If Φ ∈ C2,α(NSk),
then

Φ = [Φ]⊥ − φΘ,

where the first term on the right is perpendicular to Bk+1. The operator

JN
Sk acts on these two components separately, via J⊥

Sk and J
‖

Sk , respectively.
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The first of these operators acts on sections of the trivial bundle of rank

m− k. Obviously, RicNSk = 0, cf. (3), and (H
(2)

Sk )
⊥ = 0 as well, so

J⊥
Sk = ∆Sk

acting on (m− k)-tuples of functions. Its eigenvalues are ℓ(k + ℓ− 2). The
operator DBk+1 also acts on sections of the trivial bundle NBk+1

∣∣
Sk . In

fact, since JBk+1 = ∆Bk+1 , this operator is simply the standard Dirichlet-
to-Neumann operator for the Laplacian (acting on R

m−k-valued functions).
Its eigenfunctions are the restrictions to r = 1 of the homogeneous harmonic
polynomials P (x), x = rΘ, Θ ∈ Sk. If P is homogeneous of order ℓ, then
P (x) = rℓP (Θ), so DBk+1P (Θ) = −ℓP (Θ) (recall we are using the inward-
pointing normal). Combining these two operators, we see that ∆Sk−kDBk+1

has eigenvalues −ℓ(k + ℓ− 1) + kℓ = −ℓ(ℓ− 1), hence
(
J⊥
Sk − kDBk+1

)
[Φ]⊥ = 0 ⇒ [Φ]⊥ ∈ span {(aµ + bµxµ)Eµ},

where Eµ, µ = k+2, . . . ,m+1 is an orthonormal basis for NBk+1 = R
m−k.

The remaining part is

J
‖

Sk = ∆Sk + k,

since RicSk = 0 and H
(2)

Sk = k Id. Thus

J
‖

Sk(φΘ) = J
‖

Sk(φ)Θ = 0 ⇒ φ ∈ span {x1, . . . , xk+1}.
We have now shown that the nullspace K of LBk+1 splits as K⊥⊕K‖. The

first of these summands is comprised by infinitesimal translations in R
m−k

and infinitesimal rotations in the αµ planes (now α ≤ k + 1); the second
summand corresponds to infinitesimal translations in R

k+1.

3. Construction of constant mean curvature submanifolds

We now turn to the main task of this paper, which is to construct small
constant mean curvature submanifolds concentrated near the critical points
of Rk+1. The first step is to define a family of approximate solutions, i.e., a
family of pair (Qε,Kε) where Qε is minimal and has nearly CMC boundary.
We then use a variational argument to perturb this to a minimal submanifold
with exactly CMC boundary.

3.1. Approximate solutions. We adopt all the notation used earlier. Thus
we fix Πp ∈ Gk+1(TM) and an orthonormal basis Ei, 1 ≤ i ≤ m+1 of TpM ,

where Ea, 1 ≤ a ≤ k + 1 span Πp and Eµ, µ > k + 1, span Π⊥
p . This

induces a Riemann normal coordinate system (x1, . . . , xm+1) near p, and it
is standard that

(5) gij(x) = g(∂xi , ∂xj ) = δij +
1

3

∑

k,ℓ

(Rp)ikjℓ x
kxℓ +O(|x|3),

where δ is the Euclidean metric.
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3.1.1. Rescaling. In terms of the map Fε : TpM → M , Fε(y) = expp(εy),
used earlier, define the metric

gε = ε−2F ∗
ε g

on TpM , or equivalently, work in the rescaled coordinates yj = xj/ε.In either
case,

(6) gε = |dy|2 + ε2hε(y, dy),

where hε is family of smooth symmetric two-tensors depending smoothly on
ε ∈ [0, ε0]. The mean curvature vectors Hg and Hgε with respect to g and
gε satisfy

ε2 Hg = (Fε)∗ H
gε , and ‖Hgε‖gε = ε ‖Hg‖g.

Let Bk+1 = Bk+1(Πp) ⊂ Πp be the unit ball and Sk+1 = Sk+1(Πp) =

∂Bk+1, and denote their images under Fε by Bε and Sε. These have parametriza-
tions

Sk+1 ∋ Θ 7−→ expgp(εΘ), Bk+1 ∋ y 7−→ expgp(ε

k+1∑

a=1

yaEa).

In the lemmas (3.1) and (3.2) below we give the expansion of the mean
curvature of Bε and Sε in terms of ε. To this end we indroduce two supple-
mentary curvature invariants which are restrictions of the Ricci curvature
of the ambient manifold M :

Rick+1(Πp)(v1, v2) = −
k+1∑

i=1

Rp(Ei, v1, Ei, v2), v1, v2 ∈ Πp

Ric⊥k+1(Πp)(v,N) = −
k+1∑

i=1

Rp(Ei, v, Ei, N), v ∈ Πp, N ∈ Π⊥
p .

Note that
Ric⊥k+1(Πp) =

[
RicNBε

]
p
.

Lemma 3.1. We have

Hg(Bε)(y) =
m+1∑

µ=k+1

(
2 ε

3
Ric⊥k+1(Πp)(y,Eµ) +O(ε2)

)
Nµ

where Nµ, k + 1 ≤ µ ≤ m+ 1 is an orthonormal basis of NBε.

Remark 3.1. Here and below, we write O(εk) for a function with C0,α norm
bounded by Cεk.

Proof. Recall that

Hg(Bε) =
1

ε2
(Fε)∗ H

gε(Bk+1)

We denote N ε
µ , k + 1 < µ < m + 1 the orthonormal basis of the normal

bundle of Bk+1 ∈ TpM with respect to the metric gε obtained by applying
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the Gram-Schmidt process to the vectors Eµ, k + 1 ≤ µ ≤ m+ 1. Remark
that

gε(Nµ, Eν) = δµν +O(ε2)

We denote Nµ = εN ε
µ the orthonormal basis of the normal bundle to Bk+1

with respect to the metric (Fε)
∗g. We identify Nµ with (Fε)∗ Nµ; these last

vector fields form an orthonormal basis of NBε with respect to the metric
g. The Christoffel symbols corresponding to the metric gε are:

(Γgε)ℓij(y) =
1

2
gkqε

(
∂yj (gε)iq + ∂yi(gε)jq − ∂yq (gε)ij

)

= δqℓ
ε2

6
yp (Rijqp +Ripqj +Rjiqp +Rjpqi −Riqjp −Ripjq) +O(ε3)

= −ε2

3
(Ripjℓ +Riℓjp) y

p +O(ε3)

whence
gε(∇gε

∂ya
∂yb ,N ε

µ) = (Γgε)µab +O(ε4)

Taking the trace in the indices a, b = 1, . . . , k + 1 with respect to gε gives

the result. �

Lemma 3.2. We have

Hg(Sk
ε ) =

(
k

ε
− ε

3
Rick+1(Πp)(Θ,Θ) +O(ε2)

)
nS

+

m+1∑

µ=k+1

(
2 ε

3
Ric⊥k+1(Πp)(Θ, Eµ) +O(ε2)

)
Nµ

where nS is a unit normal vector field to Sk
ε in Bk+1

ε with respect to the
metric g.

Proof. The proof is similar to that of the previous lemma, but with several
changes.

Let u1, . . . , uk 7→ Θ(u1, . . . , uk) be a local parametrization of Sk ⊂ Πp.

The tangent bundle TSk is spanned by the vector fields Θα = ∂uαΘ. As
before, we have

Hg(Sk
ε ) =

1

ε2
(Fε)∗ H

g
ε (S

k)

By the Gauss lemma,

g ((Fε)∗Θα, (Fε)∗Θ) (Fε(Θ)) = gp(Θα,Θ) = 0

and
g ((Fε)∗Eµ, (Fε)∗Θ) (Fε(Θ)) = gp(Eµ,Θ) = 0

this yields
g(Nµ, (Fε)∗Θ) = 0 and gε(N ε

µ ,Θ) = 0
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Finally we put nS := −(Fε)∗Θ. We have

∇gε
∂uα

∂uβ = ∂uα ∂uβΘ+ (Γgε)ℓij(Θα)
i(Θβ)

j Eℓ

α, β = 1, . . . , k, i, j, ℓ = 1, . . . ,m+ 1.

The vector field ∂uα ∂uβΘ is tangent to Bk+1(Θ), so

gε

(
∇gε

∂uα
∂uβ ,N ε

µ

)
= (Γgε)µab (Θα)

a (Θβ)
b +O(ε3).

Taking trace in the indices α, β with respect to the metric induced on Sk

from gε we get

gε(H
gε(Sk),Nµ) =

2 ε2

3
Ric⊥k+1(Πp)(Θ, Eµ) +O(ε3).

In order to find [Hgε(Sk(Πp))]
||, recall the standard fact that if Σ ⊂ M is

an oriented hypersurface with unit inward pointing normal NΣ, and if Σz is
the family of hypersurfaces defined by

Σ× R(q, z) 7→ expq(zNΣ(q)) ∈ Σz,

with induced metric gz, then

|HΣ| = − d

dz
log

√
det gz.

In our case, considering Sk(Πp) ⊂ Bk+1(Πp) with metric gε, let gεz be the
induced metrics on the Euclidean sphere of radius 1− z. Then

det gεz = (1− z)2k det gS
(
1− ε2(1− z)2

3
RicSk(Πp)(~Θ, ~Θ) +O(ε3)

)
,

where gS is the standard spherical metric on Sk(Πp). From this we deduce
that

gε

(
Hgε(Sk),−Θ

)
=

k

ε
− ε

3
Rick+1(Πp)(Θ,Θ) +O(ε2).

this completes the proof. �

Proposition 3.1. Fix Πp ∈ Gk+1(TM). Then for ε > 0 small enough,
there exists a minimal submanifold Qε(Πp) which is a small perturbation

of Bk+1
ε (Πp), whose boundary Kε(Πp) = ∂Qε(Πp) is a normal graph over

Sk
ε (Πp) and whose mean curvature vector field satisfies

(7) Hg(Kε(Πp))−
k

ε
nK = gp(~a,Θ)nK +

m+1∑

µ=k+1

(gp(~cµ,Θ) + dµ)Nµ

for some constant vectors ~a = ~a(ε,Πp), ~cµ = ~cµ(ε,Πp) ∈ Πp and constants
dµ = dµ(ε,Πp) ∈ R. Here nK is a normal vector field to Kε(Πp) in Qε(Πp)

and Nµ form an orthonormal basis of [NKε(Πp)]
⊥.
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Proof. Take a vector field Φ ∈ C2,α(TpM) defined along the unit sphere

Sk(Πp), such that

Φ(Θ) = −φ(Θ)Θ +

m+1∑

µ=k+1

Φµ(Θ)Eµ,

and write

Sk
Φ =

{
Θ+Φ(Θ), Θ ∈ Sk

}
.

Then there exists a submanifold Bk+1
ε,Φ such that ∂Bk+1

ε,Φ = Sk
Φ and which is

minimal with respect to gε. The proof of this fact is almost the same as the
proof of the Lemma (2.1); the only difference is that we use a ”perturbed”
metric and the starting submanifold is no longer minimal. Let VΦ be a linear
extension of Φ in Bk+1 and take

W ∈ C2,α(TpM), W =
m+1∑

µ=k+1

W µEµ, W |Sk = 0.

We letH(ε,Φ,W ) denote the mean curvature with respect to the metric gε of
the submanifold {U(y) = VΦ(y)+W (y), y ∈ Bk+1}. Note thatH(0, 0, 0) = 0
and

D3H|(0,0,0) = JBk+1 = ∆Bk+1 .

We can then apply the implicit function theorem to Ĥ(ε,Φ,W ) = π ◦
H(ε,Φ,W ), where π is the orthogonal projection onto the vertical subspace
of TpM , which is spanned by Eµ, k+1 ≥ µ ≤ m+1. Then for ε and ‖Φ‖C2,α

small enough, there exists a mapping (ε,Φ) 7→ W (ε,Φ) such that

Ĥ(ε,Φ,W (ε,Φ)) = 0 and H(ε,Φ,W (ε,Φ)) = 0.

Moreover,

Uε,Φ = VΦ +W (ε,Φ) = Vφ + ZΦ +Wε +O(‖ε3‖) +O(ε2‖Φ‖) +O(‖Φ2‖)
where Vφ(y) = −φ(y/‖y‖) y, the vector field ZΦ is the harmonic extansion

of Φ in Bk+1 and Wε satisfies

∆Bk+1 W µ
ε =

2 ε2

3
Ric⊥k+1(Πp)(y,Eµ), Wε = 0 on Sk

Remark 3.2. A simple calculation shows that

Wε(y) = − ε2

3

1

k + 3
(1− |y|2)

m+1∑

µ=k+1

Ric⊥k+1(Πp)(y,Eµ)Eµ.

For the second step, we calculate the mean curvature of Sk
Φ with respect

to the metric gε. First note that the vector fields

τα = (1− φ)Θα − ∂uαφΘ+
m+1∑

µ=k+1

∂uαΦEµ
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locally frame TSk
Φ, while

ΘΦ = Θ+
1

1− φ
∇Skφ, and (Eµ)Φ = Eµ − 1

1− φ
∇SkΦµ

are a local basis for the normal bundle of Sk
Φ with respect to the Euclidean

metric. Applying the Gram-Schmidt process with respect to the metric gε
to these local frames yields the unit normal to Sk

Φ in Bk+1
ε,Φ , which we denote

nε
Φ, and the orthonormal frame (NΦ)

ε
µ for the normal bundle of Bk+1

ε,Φ along

Sk
Φ with respect to gε. These calculations show that

〈nε
Φ,−ΘΦ/|ΘΦ|geucl〉gε = 1 +O(ε2)

〈(Nµ)Φ, (Eµ)
ε
Φ/|(Eµ)Φ|geucl〉gε = 1 +O(ε2),

and nε
0 = −Θ and (Nµ)

ε
0 = N ε

µ. We can then write

Hgε(Sk
Φ)− k nΦ

=
(
gε

(
Hgε(Sk

Φ), n
ε
Φ

)
− k

)
nε
Φ +

m+1∑

µ=k+1

gε

(
Hgε(Sk

Φ), (NΦ)
ε
µ

)
(NΦ)

ε
µ.

Notation 3.1. We let LΠp(Φ) denote any second order linear differential
operator acting on Φ. The coefficients of LΠp(Φ) may depend on Πp ∈
Gk+1(TM) and ε ∈ (0, 1), but for all j ∈ N there exists a constant Cj > 0
independent of Πp and ε such that

‖LΠp(Φ)‖Cj,α(Sk) ≤ Cj ‖Φ‖Cj+2,α(NSk).

Similarly, for ℓ ∈ N, Qℓ
Πp

(Φ) denotes some nonlinear operator in Φ, de-

pending also on Πp and ε, such that Qℓ
Πp

(0) = 0 and which has the following

properties. The coefficients of the Taylor expansion of Qℓ
Πp

(Φ) in powers

of the components of Φ and its derivatives satisfy that for any j ≥ 0, there
exists a constant Cj > 0, independent of Πp ∈ Gk+1(TM) and ε ∈ (0, 1),

‖Qℓ
Πp

(Φ1)−Qℓ
Πp

(Φ2)‖Cj,α(Sk) ≤

c
(
‖Φ1‖Cj+2,α(NSk) + ‖Φ2‖Cj+k,α(NSk)

)ℓ−1
‖Φ1 − Φ2‖Cj+k,α(NSk)

provided ‖Φi‖C1(NSk) ≤ 1, i = 1, 2.
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Using that the Christoffel symbols of the metric gε are of order O(ε2), we
obtain

gε

(
Hgε(Sk

Φ), n
ε
Φ

)
− k = −Rick+1(Πp)(Θ,Θ) + J

‖

Skφ

+O(ε3) + ε2 LΠp(Φ) +Q2
Πp

(Φ),

gε

(
Hgε(Sk

Φ), (NΦ)
ε
µ

)
= −Ric⊥k+1(Πp)(Θ, Eµ) +

(
J⊥
Sk −DBk+1

)
Φµ

+O(ε3) + ε2 LΠp(Φ) +Q2
Πp

(Φ).

As before, we let K‖ and K⊥ be the null-spaces of the operators

J
‖

Sk = ∆Sk + k and L⊥
Bk+1 = ∆Sk −DBk+1

and write P‖ and P⊥ for the orthogonal complements of K‖ and K⊥ in
L2(Sk). Define

(8) Eε,Πp := TpM × (TpM ⊕ R)m−k × P‖ × (P⊥)m−k

There exists an operator

Gε,Πp : (C0,α(Sk))m−k −→ Eε,Πp

such that

Gε,Πp(f0, f1, . . . , fm−k)

=
(
~a(ε,Πp, f),~cµ(ε,Πp, f), dµ(ε,Πp, f), φ(ε,Πp, f),Φ

⊥(ε,Πp, f)
)

is the solution to 



J
‖

Sk φ = gp(~a,Θ) + f0

L⊥
Bk+1 Φ

µ = gp(~cµ,Θ) + dµ + fµ−k.

Applying a standard fixed point theorem for contraction mappings, we find
that there exist constants c ∈ R and ε0 ∈ (0, 1) such that for every ε ∈ (0, ε0)
and Πp ∈ Gk+1(TM) there is a unique

(
~a(ε,Πp),~cµ(ε,Πp), dµ(ε,Πp), φ(ε,Πp),Φ

⊥
ε,Πp

)
∈ Eε,Πp .

(the indices are suppressed for simplicity) which belongs to a closed ball of
radius c ε2 in Eε,Πp and such that

Hgε(Sk
Φ) = −k nε

Φ + gp(~a,Θ)nε
Φ +

m+1∑

µ=k+1

(gp(~cµ,Θ) + dµ) (NΦ)
ε
µ.

Putting
nK = (Fε)∗ n

ε
Φ and Nµ = (Fε)∗ (Nµ)

ε
Φ

and taking Kε(Πp) := Fε(S
k
Φ(ε,Πp)

) and Qε(Πp) := Fε(B
k+1
ε,Φ(ε,Πp)

) finishes the

proof.

Remark 3.3. Notice that
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Rick+1(Πp)(Θ,Θ) ∈ P‖ and Ric⊥k+1(Πp)(Θ, Eµ) ∈ K⊥

Moreover, it was remarked in [6] that

Rick+1(Πp)(Θ,Θ) =
k+1∑
a=1

Rick+1(Πp)aa (Θ
i)2 +

k+1∑
a6=b=1

Rick+1(Πp)ab Θ
aΘb

= 1
k+1Rk+1(Πp) + R̆ick+1(Πp)(Θ,Θ)

where R̆ick+1(Πp)(Θ,Θ) belongs to the eigenspace of ∆Sk associated to the
eigenvalue 2(k + 1). Using this, one can easily verify that

φε,Πp(Θ) = −ε2

3

(
2

k(k + 2)
Rk+1(Πp)−

1

k + 2
Rick+1(Πp)(Θ,Θ)

)
Θ+O(ε3),

[Φ]⊥ε,Πp
= O(ε3).

�

3.2. The variational argument. We now employ a variational argument
to prove that one can choose Πp ∈ Gk(M) in such a way that the submanifold
Kε(Πp) obtained in the previous Proposition has constant mean curvature.

To state our result, we introduce the following restrictions of the Riemann
tensor of M :

Rk+1(Πp)(v1, v2, v3, v4) = gp(Rp(v1, v2)v3, v4), v1, v2, v3, v4 ∈ Πp,

R⊥
k+1(Πp)(v1, v2, v3, N) = gp(Rp(v1, v2)v3, N), v1, v2, v3 ∈ Πp, N ∈ Π⊥

p ,

Finally, introduce the function r on Gk+1(TM):

r(Πp) = 1
36(k+5)

(
8 ‖Rick+1(Πp)‖2 − 18∆g

k+1Rk+1(Πp)− 3 ‖Rk+1(Πp)‖2

+5R2
k+1(Πp) + 8 ‖Ric⊥k+1(Πp)‖2 + 12 ‖R⊥

k+1(Πp)‖2
)

+ 1
9(k+2)

(
k+6
k R2

k+1(Πp)− 2 ‖Rick+1(Πp)‖2
)

− 4k
3(k+3)(k+5) ‖Ric⊥k+1(Πp)‖2

where ∆g
k+1T (Πp) =

∑k+1
i=1 ∇2

Ei
T (p), for any tensor T on M .

Now consider the energy Eε restricted to this finite dimensional space of
submanifolds,

Eε(Πp) := Volk(Kε(Πp))−
k

ε
Volk+1(Qε(Πp)),

which is a function on Gk+1(TM). Tracing through the construction of
Kε(Πp) one obtains the relationship of this function to the curvature func-
tions defined above.
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Lemma 3.3. There is an expansion

(k + 1) Eε(Πp)

εk Vol(Sk)
=

(
1− ε2

2(k + 3)
Rk+1(Πp) +

ε4

2(k + 3)
r(Πp) +O(ε5)

)

Proof. The proof is a technical calculation, contained in the Appendix. �

The main result of this section is the following proposition

Proposition 3.2. If Πp is a critical point of Eε, then Kε(Πp) has constant
mean curvature.

Remark 3.4. Theorems (1.1) and (1.2) are Corollaries of Proposition (3.2).
Indeed, if we define

(9) Ψ(ε,Πp) = 2 ε−2 (k + 3)

(
1− (k + 1)

Eε(Πp)

εkVol(Sk)

)
.

then for any j ≥ 0, there exists a constant Cj which is independent of ε such
that

‖Ψ(·, ε) −Rk+1 + ε2r(Πp)‖Cj(Gk+1(TM)) ≤ Cj ε
3;

Proof of the Proposition. Let Πp be a critical point of Eε. We show that
the parameters ~a, ~c and d must then necessarily vanish. We do this by
considering the various types of perturbations of Πp.

First consider the perturbations in Gk+1(M) which correspond to par-
allel translations of Πp. In other words, we suppose that the family of
planes Πexpp(tξ)

in Gk+1(M) are parallel translates of Πp along the geodesic

expp(tξ).

The submanifold Kε(Πexpp(t
~ξ)
) is a normal graph over Kε(Π) by a vector

field Ψε,Πp,ξ,t which depends smoothly on t. This defines a vector field on
Kε(Πp) by

Zε,Πp,ξ = ∂tΨε,Πp,ξ,t

∣∣
t=0

.

The first variation of the volume formula yields

(10)

0 = DEε|Πp(ξ)

=
∫
Kε(Πp)

(
g(H(Kε(Πp)), Zε,Πp,ξ)− k

ε g(n,Zε,Πp,ξ)
)
dvolKε(Πp)

−k

ε

∫

Qε(Πp)
g(H(Qε(Πp)), Zε,Πp,ξ) dvolQε(Πp),

and then the construction of Qε(Πp) and Kε(Πp) gives that
∫ (

gp(~a,Θ)g(n,Zε,Πp,ξ)

+
m+1∑

µ=k+1

(gp(~cµ,Θ) + dµ) g(Zε,Πp,ξ, Nµ)
)
dvolKε(Πp) = 0.
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Let Ξ be the vector field obtained by parallel transport of ξ along geodesics
issuing from p, and suppose that c is a constant independent of ε and ξ. Then

‖Zε,Πp,ξ − Ξ‖g ≤ c ε2 ‖ξ‖.

By construction of Kε(Πp), we have

‖n+ (Fε)∗Θ‖g ≤ c ε2, and ‖Nµ − (F )∗Eµ‖g ≤ c ε2.

Now take ξ ∈ Πp ⊂ TMp, so that

g(n,Zε,Πp,ξ) = g
(
−(Fε)∗Θ+ (n+ (F )∗Θ) , Ξ +

(
Zε,Πp,ξ − Ξ

))
,

and

g(Nµ, Zε,Πp,ξ) = g
(
(Fε)∗Eµ +

(
Nµ − (Fε)∗ ~Eµ, Ξ +

(
Zε,Πp,ξ − Ξ

)))
.

Using the expansion of g near p, we conclude that
∣∣g(n,Zε,Πp,ξ) + gp(ξ,Θ)

∣∣ ≤ c ε2‖ξ‖, and
∣∣g(Nµ, Zε,Πp,ξ)

∣∣ ≤ c ε2‖ξ‖,
hence
∫

Kε(Πp)
gp(~a,Θ)gp(ξ,Θ)

≤
∣∣∣
∫

Kε(Πp)
gp(~a,Θ)gp(ξ,Θ) +

∫

Kε(Πp)
gp(~a,Θ) g(Zε,Πp,ξ, n)

+
m+1∑

µ=k+1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) g(Zε,Πp,ξ, Nµ)

∣∣∣

≤ c ε2 ‖ξ‖
( ∫

Kε(Πp)
|gp(~a,Θ)| +

m+1∑
µ=k+1

∫

Kε(Πp)
|gp(~cµ,Θ) + dµ|

)

Now let ξ = ~a, so that
∫

Kε(Πp)
|gp(~a,Θ)|2

≤ c ε2‖~a‖



∫

Kε(Πp)
|gp(~a,Θ)|+

m+1∑

µ=k+1

∫

Kε(Πp)
|gp(~cµ,Θ) + dµ|




In Euclidean space there is an equality

Volk(S
k)‖v‖2 = (k + 1)

∫

Sk

〈v,Θ〉2, for all v ∈ R
k.

By the expansion of the induced metric, we obtain for ε small enough

1

2
Volk(S

k) εk ‖v‖2 ≤ (k + 1)

∫

Kε(Πp)
|gp(v,Θ)|2.
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Also, because Volk(Kε(Πp)) = O(εk), we deduce

(11) ‖~a‖ ≤ c ε2
(
‖~a‖+

m+1∑

µ=k+1

(‖~cµ‖+ |dµ|)
)
.

Now move p in the direction of a vector ξ ∈ Π⊥
p to get

∣∣g(Zε,Πp,ξ, Nµ)− gp(ξ,Eµ)
∣∣ ≤ c ε2‖ξ‖, and |g(n,Zε,Πp,ξ)| ≤ c ε2‖ξ‖.

Thus we can write

m−k∑
µ=1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) gp(ξ,Eµ)

≤
∣∣∣

m+1∑
µ=k+1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) g(Zε,Πp,ξ, Nµ)

−
m+1∑

µ=k+1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) gp(ξ,Eµ)

+

∫

Kε(Πp)
gp(~a,Θ)g(Zε,Πp,ξ, n)

∣∣∣

≤ c ε2‖ξ‖
∫

Kε(Πp)

(
|gp(~a,Θ)|+

m+1∑

µ=k+1

|gp(~cµ,Θ) + dµ|
)

.

Taking ξ = dν Eν gives

(12)

∫

Kε(Πp)
dν gp(~cν ,Θ) + dν

2 ≤ c ε2|dν |
( ∫

Kε(Πp)
|gp(~a,Θ)|

+
m+1∑

µ=k+1

∫

Kε(Πp)
|gp(~cµ,Θ) + dµ|

)

Next consider a perturbation of Πp by a one-parameter family of rotations
of Πp in TpM generated by an (m+ 1)× (m+ 1) skew matrix A. Then

DEε|Πp
(A) =

d

dt

∣∣∣∣
t=0

Eε((I + tA+O(t2))Πp) =
d

dt

∣∣∣∣
t=0

E(At(Kε(Πp))),

where, in geodesic normal coordinates

At(x) = x+ tAx+O(t2).

The coordinates of the vector field associated to this flow are

Zε,Πp,ξ(x) =
d

dt

∣∣∣∣
t=0

At(x) = Ax.

Considering only matrixes A ∈ o(m) such that A : Πp → Π⊥
p , we obtain

∣∣g(Zε,Πp,ξ, n)
∣∣ ≤ c ε2‖AΘ‖, and

∣∣g(Zε,Πp,ξ, Nµ)− gp(AΘ, Eµ)
∣∣ ≤ c ε2‖AΘ‖.
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This gives, then,

m+1∑
µ=k+1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) gp(AΘ, Eµ)

≤
∣∣∣

m+1∑
µ=k+1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) g(Zε,Πp,ξ, Nµ)

−
m+1∑

µ=k+1

∫

Kε(Πp)
(gp(~cµ,Θ) + dµ) gp(AΘ, Eµ)

+

∫

Kε(Πp)
gp(~a,Θ)g(Zε,Πp,ξ, n)

∣∣∣

≤ c ε2
∫

Kε(Πp)


‖AΘ‖ |gp(~a,Θ)|+

m+1∑

µ=k+1

‖AΘ‖ |gp(~cµ,Θ) + dµ|


 .

Let Cν be the (m− k)× (k+1) matrix with column ν equal to the vector
~cν ∈ R

k+1, and all other columns equal to 0. Then if

A =

(
0 −CT

ν

Cν 0

)
,

we get
(13)∫

Kε(Πp)
gp(~cν ,Θ)2 + gp(~cν ,Θ)dν ≤ Cε2

( ∫
Kε(Πp)

|gp(~cν ,Θ)| |gp(~a,Θ)|

+
m+1∑

µ=k+1

∫

Kε(Πp)
|gp(~cν ,Θ)| |gp(~cµ,Θ) + dµ|

)

Adding (12) and (13) now gives

∫

Kε(Πp)
|dν + gp(~cν ,Θ)|2 ≤ c ε2

(∫

Kε(Πp)
(|dν |+ |gp(~cν ,Θ)|) |gp(~a,Θ)|

+
m+1∑

µ=k+1

(|dν |+ |gp(~cν ,Θ)|) |gp(~cµ,Θ) + dµ|
)

In Euclidean space, if v ∈ R
k+1 and α ∈ R are arbitrary, then

∫

Sk

|α+ 〈v,Θ〉|2 =
(
α2 +

1

k + 1
‖v‖2

)
Volk(S

k).

Using, once again, the decomposition of the induced metric on Kε(Πp), we
see that when ε is small enough,

(14)
1

2(k + 1)
εk Volk(S

k)
(
α2 + ‖v‖2

)
≤

∫

Kε(Πp)
|α+ gp(v,Θ)|2 .
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which give

‖~cν‖2 + |dν |2

≤ c
1

εk−2
(‖~cν‖+ |dν |)

(∫

Kε(Πp)
|gp(~a,Θ)|+

m−k∑

µ=1

∫

Kε(Πp)
|gp(~cµ,Θ) + dµ|

)

Since Volk(Kε(Πp)) = O(εk), we get

(15) ‖~cν‖+ |dν | ≤ c ε2 (‖~a‖+
m−k∑

µ=1

(‖~cµ‖+ |dµ|))

Adding (11) and (15) gives

‖~a‖+

m−k∑

µ=1

(‖~cµ‖+ |dµ|)


 ≤ c ε2


‖~a‖+

m−k∑

µ=1

(‖~cµ‖+ |dµ|)


 ,

which implies finally that ‖~a‖ = 0, ‖~cµ‖ = 0 and |dµ| = 0, k + 1 ≤ µ.

We conclude that if Πp is a critical point of the functional Eε, then the
manifold Kε(Πp) is a constant mean curvature submanifold of M . �

4. Appendix 1

Mean curvature of submanifolds: Let Σk ⊂ Mm+1 be an embedded
submanifold. Let x1, . . . , xk be local coordinates on Σ and

Eα = ∂xα

the corresponding coordinate vector fields. Suppose that Ek+1, . . . , Em+1 is
a local frame for NΣ. This gives local coordinates transverse to Σ by

p ∈ Σ 7−→ expp(

m+1∑

j=k+1

xj Ej)

We make the convention that Greek indices run from 1 tok, while Latin
indices run from k + 1 to m+ 1. The induced metric on Σ has coefficients
ḡαβ, while

h̄iαβ := Γi
αβ = g(∇EαEβ, Ei)

are the coefficients of the shape operator. We also record the Christoffel
symbols

Γj
αi = g(∇EαEi, Ej)

The following result is standard, cf. [5] for a proof.

Lemma 4.1. If X =
m+1∑
j=k+1

xj Ej , then
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gαβ = ḡαβ − 2 ḡ(h̄αβ ,X) + g(R(Eα,X)Eβ ,X) + g(∇EαX,∇Eβ
X) +O(|x|3)

= ḡαβ − 2 h̄iαβ x
i +

(
g(R(Eα, Ei)Eβ , Ej) + gγγ

′
h̄iαγ h̄

j
γ′β + Γi

αℓ Γ
j
ℓβ

)
xi xj +O(|x|3)

gαj = −Γi
αj x

i +O(|x|2)

gij = δij +
1
3 g(R(Ei, Eℓ)Ej , Eℓ′)x

ℓ xℓ
′
+O(|x|3)

Let Φ be a smooth section of NΣ and consider the normal graph ΣΦ =
{expp(Φ(p)) : p ∈ Σ}. Now let us use the previous lemma to expand the

metric and volume form on ΣΦ. To state this result properly, introduce ∇N ,
the induced connection on NΣ,

∇NΦ = πNΣ ◦ ∇Φ

Using the definitions of §2, we find that

Lemma 4.2.

Volk(ΣΦ) = Volk(Σ)−
∫

Σ
g(H(Σ),Φ)dvolΣ

+
1

2

∫

Σ

(
|∇NΦ|2g − g((RicΣ + H2

Σ)Φ,Φ)
)
dvolΣ

+
1

2

∫

Σ
(g(H(Σ),Φ))2 dvolΣ + ...

Proof. First of all we expand the induced metric on ΣΦ. Using the result of
the previous Lemma, we find

(ḡΦ)αβ = ḡαβ − 2 g(h̄αβ ,Φ) + g(R(Eα,Φ)Eβ ,Φ) + g(∇EαΦ,∇Eβ
Φ) + . . .

= ḡαβ − 2 g(h̄αβ ,Φ) + g(R(Eα,Φ)Eβ ,Φ)

+ ḡγγ
′
g(h̄αγ ,Φ) g(h̄γβ ,Φ) + g(∇N

Eα
Φ,∇N

Eβ
Φ) + . . .

Now use the well known expansions

det(I +A) = 1 + TrA+
1

2

(
(TrA)2 − Tr(A2)

)
+ ...

together with
√
1 + x = 1 + 1

2 x− 1
8 x

2 + ... to conclude that
√
det ḡΦ =

(
1− g(H(Σ),Φ) + 1

2

(
|∇NΦ|2g − g((RicΣ + (H)2Σ)Φ,Φ)

+ (g(H(Σ),Φ))2
)
+ ...

) √
det ḡ

This completes the proof. �

From this we obtain the first and second variations of the volume func-
tional,

(16) DΦVolk(ΣΦ)|ΦΨ = −
∫

Σ
g(H(ΣΦ),Ψ)dvolΣΦ

,
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and

D2
ΦVolk(ΣΦ)|Φ=0(Ψ,Ψ) =

∫

Σ

(
|∇NΨ|2 − g((RicΣ + H

2
Σ)Ψ,Ψ)

)
dvolΣ

+

∫

Σ
(g(H(Σ),Ψ))2 dvolΣ.

On the other hand, differentiating (16) once more gives

D2
ΦVolk(ΣΦ)|Φ=0(Ψ,Ψ) = −

∫

Σ
g(DΦH(ΣΦ)|Φ=0Ψ,Ψ)dvolΣ

+

∫

Σ
(g(H(Σ),Ψ))2 dvolK .

Comparing the two formulæ implies that the orthogonal projection of the
Jacobi operator to NΣ equals

JN
Σ := DΦH(ΣΦ)|Φ=0 = ∆N

g +RicNΣ + H2
Σ ,

5. Appendix 2

Let Kε(Πp) be the constant mean curvature submanifold constructed in
Proposition (3.1) and denote by F : TpM −→ M the exponential mapping.
Recall that

Kε(Πp) = F (Sk
ε,Φ),

where Sk
ε,Φ is a submanifold of TpM parametrized by

{
ε (1 − φ)Θ + εΦ⊥, Θ ∈ Sk

}
.

It follows from the proof of that proposition that

φ(Θ) =
ε2

3

(
2

k(k + 2)
Rk+1(Πp)−

1

k + 2
Ric(Πp)(Θ,Θ)

)
+O(ε3),

Φ⊥ = O(ε3).

There is also the minimal submanifold Qε(Πp) = F (Bk+1
ε,Φ ),

where Bk+1
ε,Φ =

{
ε y + εUΦ(y), y ∈ Bk+1

}
and

UΦ(y) = φ (y/‖y‖) +W (y) +O(p)(ε3),

W (y) =
1

(k + 3)

k+1∑

i=1

Ric⊥(Πp)iµ(|y|2 − 1) yiEµ.
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We shall calculate the volume forms of Sk
ε,Φ and Bk+1

ε,Φ with respect to

F ∗g. To prepare for this, recall that near x = 0

(F ∗g)ij = δij +
1

3
gp(Rp(x,Ei)x,Ej) +

1

6
gp(∇xRp(x,Ei)x,Ej)

+
1

20
gp(∇x∇xRp(x,Ei)x,Ej)

+

m+1∑

ℓ=1

2

45
gp(Rp(x,Ei)x,Eℓ) gp(Rp(x,Ej)x,Eℓ) +Op(|x|5)

where Rp is the curvature tensor of M at the point p, cf. [7].

5.1. Volume of the CMC sphere. We first calculate the metric on Sk
ε,Φ.

In terms of the coordinate vector fields Θα, α = 1, . . . , k which are tangent
to Sk, we can write the tangent vector fields to Sk

ε,Φ as

τα = ε (1 − φ(Θ))Θα − ε ∂α φΘ+
m+1∑

µ=k+1

ε ∂αΦ
µEµ, α = 1, . . . , k.

The metric coefficients then equal

gKα,β = ε2(1− φ)2 gSα,β + ε2 ∂αφ∂βφ+
ε4

3
(1− φ)4 gp(Rp(Θ,Θα)Θ,Θβ)

+
ε5

6
gp(∇ΘRp(Θ,Θα)Θ,Θβ) +

ε6

20
gp(∇Θ∇ΘRp(Θ,Θα)Θ,Θβ)

+
k+1∑
l=1

2ε6

45
gp(Rp(Θ,Θα)Θ, El) gp(Rp(Θ,Θβ)Θ, El)

+
m+1∑

µ=k+1

2ε6

45
gp(Rp(Θ,Θα)Θ, Eµ) gp(Rp(Θ,Θβ)Θ, Eµ) +O(ε7)

Using
√

det(I +A) = 1 +
1

2
trA+

1

8
(trA)2 − 1

4
tr(A2) +O(|A|3),

we get

ε−k

√
det gK√
det gS

= 1− kφ+
k(k − 1)

2
φ2 +

1

2
|∇Skφ|2

−ε2

6
(1− (k + 2)φ)Rick+1(Πp)(Θ,Θ)− ε3

12
∇ΘRick+1(Πp)(Θ,Θ)

− ε4

40
∇2

ΘRick+1(Πp)(Θ,Θ) +
ε4

72
(Rick+1(Πp)(Θ,Θ))2

− ε4

180

k+1∑
i,j=1

gp(Rp(Θ, Ei)Θ, Ej)
2

+
ε4

45

k+1∑
i=1

m+1∑
µ=k+1

gp(Rp(Θ, Ei)Θ, Eµ)
2 +Op(ε

5).
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5.2. Volume of the minimal ball. The tangent vectors to Bk+1
ε,Φ are

Ti(y) = ε (1 − u(y))Ei + ε ∂yi u(y) y + ε

m+1∑

µ=k+1

∂yi W
µ(y)Eµ +Op(ε

4),

where u(y) = φ(y/|y|). The corresponding metric coefficients are

ε−2 gQij = (1− u)2 δij + (1− u)
(
∂yiu yj + ∂yju yi

)
+ |y|2∂yiu∂yju+

m+1∑
µ=k+1

∂yiW
µ ∂yjW

µ

+
ε2

3
(1− u)4 gp(Rp(y,Ei)y,Ej) +

ε2

3

m+1∑
µ=k+1

(
W µ gp(Rp(Eµ, Ei)y,Ej)

+W µ gp(Rp(y,Ei)Eµ, Ej) + ∂yiW
µgp(Rp(y,Eµ)y,Ej) + ∂yjW

µ gp(Rp(y,Ei)y,Eµ)
)

+
ε3

6
gp(∇yRp(y,Ei)y,Ej) +

ε4

20
gp(∇y∇yRp(y,Ei)y,Ej)

+
2ε4

45

k+1∑
l=1

gp(Rp(y,Ei)y,El) gp(Rp(y,Ei)y,El)

+
2ε4

45

m+1∑
µ=k+1

gp(Rp(y,Ei)y,Eµ) gp(Rp(y,Ei)y,Eµ) +O(ε5)

Putting y = rΘ, r ∈ (0, 1) we calculate the volume element of Qε(Πp):

ε−(k+1)
√
det gQ = 1− (k + 1)φ +

k(k + 1)

2
φ2 +

m+1∑
µ=k+1

1

2
|∇SkW µ|2

−ε2

6
r2Rick+1(Πp)(Θ,Θ) +

ε2

6
r2 (k + 3)φRick+1(Πp)(Θ,Θ)

−ε2

3
r2

k+1∑
i=1

m+1∑
µ=k+1

(
W µ gp(Rp(Θ, Ei, Eµ, Ei) + ∂yiW

µ gp(Rp(Θ, Ei)Θ, Eµ)
)

ε3

12
r3∇ΘRick+1(Πp)(Θ,Θ)− ε4

40
r4∇2

ΘRick+1(Πp)(Θ,Θ)

+
ε4

72
r4 (Rick+1(Πp)(Θ,Θ))2 − ε4

180
r4

k+1∑
i,j=1

gp(Rp(Θ, Ei)Θ, Ej)
2

+
ε4

45
r4

k+1∑
i=1

m+1∑
µ=k+1

gp(Rp(Θ, Ei)Θ, Eµ)
2 +Op(ε

5).

5.3. Expansion of the energy functional. Collecting the results above
gives that
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ε−k
(

Vol(Kε(Πp))−
k

ε
Vol(Qε(Πp))

)

=
1

k + 1
Vol(Sk)− ε2

2

1

k + 3

∫

Sk

Rick+1(Πp)(Θ,Θ) dσ +

∫

Sk

ε2

6
Rick+1(Πp)φdσ

+ε4
5

k + 5

∫

Sk

[
− 1

40
∇2

ΘRick+1(Πp)(Θ,Θ)

+
1

72
(Rick+1(Πp)(Θ,Θ))2 − 1

180

k+1∑
i,j=1

gp(Rp(Θ, Ei)Θ, Ej)
2

+
1

45

k+1∑
i=1

m+1∑
µ=k+1

gp(Rp(Θ, Ei)Θ, Eµ)
2
]
dσ

+
m+1∑

µ=k+1

k

2

∫

Bk+1

W µ∆Bk+1 W µ dy

+
ε2

3
k

k+1∑
i=1

∫

Bk+1

(
W µ gp(Rp(Θ, Ei, Eµ, Ei) + ∂yiW

µRp(Θ, Ei,Θ, Eµ)
)
+O(ε5)

We now recall some identities. First,
∫

Sk

(Θi)2 dσ =
1

k + 1
Vol(Sk),

∫
Sk(Θ

i)4 dσ = 3

∫

Sk

(Θi Θj)2 dσ =
3

(k + 1)(k + 3)
Vol(Sk)

and second, if aijpq ∈ R i, j, p, q = 1, . . . , k + 1, then

k+1∑
p,q,l,n=1

∫

Sk

apqlnΘ
pΘq Θl Θn dσ = 3

(k+1)(k+3) Vol(S
k)

k+1∑
i=1

apppp

+ 1
(k+1)(k+3) Vol(S

k)
k+1∑

q 6=p=1

(appqq + apqpq + apqqp)

= 1
(k+1)(k+3) Vol(S

k)
k+1∑
p,q=1

(appqq + apqpq + apqqp)

.

We now calculate each term:

∫

Sk

Rick+1(Πp)(Θ,Θ) dσ =
k+1∑
i,j=1

∫

Sk

Rick+1(Πp)(Ei, Ej)Θ
k Θl dσ

=
k+1∑
i=1

Rick+1(Πp)(Ei, Ei) (Θ
i)2 dσ

=
1

k + 1
Vol(Sk)Rk+1(Πp);
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∫

Sk

(Rick+1(Πp)(Θ,Θ))2dσ =
1

(k + 1)(k + 3)
Vol(Sk)

(
2

k+1∑
i,j=1

(Rick+1(Πp)(Ei, Ej))
2
)

+
k+1∑
i,j=1

Rick+1(Πp)(Ei, Ei)Rick+1(Πp)(Ej , Ej)

=
1

(k + 1)(k + 3)
Vol(Sk)

(
2 ‖Rick+1(Πp)‖2 +Rk+1(Πp)

2
)
;

k∑
α,β=1

∫

Sk

gp(Rp(Θ,Θα)Θ,Θβ)
2 dσ

=
k+1∑
i,j=1

∫

Sk

gp(Rp(Θ, Ei)Θ, Ej)
2 dσ

=
1

(k + 1)(k + 3)
Vol(Sk)

k+1∑
i,j,p,q=1

(
R2

ipjq +RipjpRiqjq +Ripjq Riqjp

)

=
1

(k + 1)(k + 3)
Vol(Sk)

(
‖Rick+1(Πp)‖2 +

3

2
‖Rk+1(Πp)‖2

)
;

(we use here that R2
ijpq = (Ripjq −Riqjp)

2 = R2
ipjq+R2

iqjp− 2Ripjq Riqjp);

k∑
α=1

m+1∑
µ=k+1

∫

Sk

gp(Rp(Θ,Θα)Θ, Eµ)
2 dσ

=
k+1∑
i=1

m+1∑
µ=k+1

∫

Sk

gp(Rp(Θ, Ei)Θ, Eµ)
2 dσ

=
1

(k + 1)(k + 3)
Vol(Sk)

(∥∥Ric⊥k+1(Πp)
∥∥2 + 3

2

∥∥R⊥
k+1(Πp)

∥∥2
)
;

∫

Sk

∇2
ΘRick+1(Θ,Θ) dσ =

1

(k + 1)(k + 3)

k+1∑
i,j=1

(
∇2

Ei
Rick+1(Πp)(Ej , Ej)

+2∇Ei
∇Ej

Rick+1(Ei, Ej)
)

=
2

(k + 1)(k + 3)
Vol(Sk)∆g

k+1Rk+1(Πp);

−
m+1∑

µ=k+1

∫ k+1

B
|∇Bk+1W µ|2 dy =

m+1∑
µ=k+1

∫

Bk+1

W µ∆Bk+1W µ dy

= −2 ε4

9

1

k + 3

m+1∑
µ=k+1

∫

Bk+1

k+1∑

i,j=1

R2
ijiµ (y

j)2 (1− |y|2) dy

= −2 ε4

9

1

(k + 3)(k + 1)
Vol(Sk) ‖Ric⊥k+1‖2

(
1

k+3 − 1
k+5

)

= −ε4

9

4

(k + 1)(k + 3)2(k + 5)
Vol(Sk) ‖Ric⊥k+1‖2;
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k+1∑
µ=1

∫

Bk+1

W µ
k+1∑

i,p=1

Ripiµ y
p dy = −ε2

3

1

(k + 3)

∫

Bk+1

R2
ijiµ (y

j)2(1− |y|2) dy

= −ε2

3

2

(k + 1)(k + 3)2(k + 5)
Vol(Sk) ‖Ric⊥k+1‖2;

and

m+1∑
µ=k+1

∫

Bk+1

∂yi W
µRpiqµ y

p yq dy

= −ε2

3

1

(k + 3)

m+1∑
µ=k+1

∫

Bk+1

k+1∑

i,p,q=1

(
Ric(Πp)

⊥
iµ Rpiqµ y

p yq (1− |y|2)

−2
k+1∑
j=1

Ric(Πp)
⊥
jµRpiqµ y

j yi yp yq
)
dy

=
ε2

3

2

(k + 1)(k + 3)2(k + 5)
Vol(Sk)

[
− ‖Ric⊥k+1‖2

+
k+1∑
p,q=1

m+1∑
µ=k+1

(
Ric(Πp)

⊥
pµRqpqµ +Ric(Πp)

⊥
qµRppqµ +Ric(Πp)

⊥
qµRqppµ

) ]

= −2 ε2

3

1

(k + 1)(k + 3)2(k + 5)
Vol(Sk) ‖Ric⊥k+1‖2.

This gives finally

(k + 1) E(Πp)

εk Vol(Sk)
= 1− ε2

2

1

k + 3
Rk+1(Πp)

+
ε4

72

1

(k + 3)(k + 5)

(
8 ‖Rick+1(Πp)‖2 − 18 ∆g

k+1Rk+1(Πp)− 3 ‖Rk+1(Πp)‖2

+5Rk+1(Πp)
2 + 8 ‖Ric⊥k+1(Πp)‖2 + 12 ‖R⊥

k+1(Πp)‖2
)

+
ε4

18

( 2

k(k + 2)
R2

k+1(Πp)−
1

(k + 2)(k + 3)
R2

k+1(Πp)

− 2

(k + 2)(k + 3)
‖Rick+1(Πp)‖2 −

12k

(k + 3)2(k + 5)
‖Ric⊥k+1‖2

)
+O(ε5),

or after simplification,
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(k + 1) E(Πp)

εk Vol(Sk)
= 1− ε2

2

1

k + 3
Rk+1(Πp)

+
ε4

72

1

(k + 3)(k + 5)

(
8 ‖Rick+1(Πp)‖2 − 18 ∆g

k+1Rk+1(Πp)− 3 ‖Rk+1(Πp)‖2

+5Rk+1(Πp)
2 + 8 ‖Ric⊥k+1(Πp)‖2 + 12 ‖R⊥

k+1(Πp)‖
)

+
ε4

18

1

(k + 2)(k + 3)

(
k+6
k R2

k+1(Πp)− ‖Rick+1(Πp)‖2

− 12 k(k + 2)

(k + 3)(k + 5)
‖Ric⊥k+1(Πp)‖2

)
+O(ε5)

= 1− ε2

2

1

k + 3
Rk+1(Πp) +

ε4

2(k + 3)
r(Πp) +O(ε5).

6. Problems

The results above produce a collection of k-dimensional spheres. It is
reasonable to suspect that there are other compact k-dimensional embedded
constant mean curvature submanifolds in R

n ? Find some other examples!

Is it possible to build noncompact k-dimensional (nonzero) constant mean
curvature submanifolds which are not contained in a (k + 1)-dimensional
subspace ? For zero mean curvature submanifolds, the half plane, a half
helicoid (observe that there are two ways to cut the helicoid in half along a
straight line) which has boundary a straight line, and a fundamental piece
of a Riemann surface, whose boundary are 2 parallel straight lines, are
nontrivial examples. Are there any analogues in this setting?

It should follow by unique continuation that if K = ∂Q = ∂Q′ is a constant
mean curvature submanifold, with HK 6= 0, then Q = Q′. When Q is a
hypersurface, so K has codimension 2, this is true by the Hopf boundary
maximum principle.
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E-mail address: zolotareva@math.polytechnique.fr


