
CHAPTER 6

VARIATIONS OF HODGE STRUCTURE ON CURVES
PART 1: METRIC PROPERTIES NEAR PUNCTURES

Summary. We consider polarizable variations of C-Hodge structure on a punc-
tured smooth projective curve. This is the first occurrence of polarizable vari-
ations of C-Hodge structure with singularities. It is essential to understand
their local behaviour in the neighbourhood of a singular point. In this part
of Chapter 6, we state the main results and, as an application, we prove the
semi-simplicity theorem analogue to that proved in Chapter 4.

6.1. Introduction

A Hodge structure, as explained in Section 2.5, can be considered as a Hodge
structure on a vector bundle supported by a point, that is, a vector space. The
case where the underlying space is a complex manifold is called a variation of Hodge
structure. It has been explained in Section 4.1 from a local point of view. The global
properties have been considered in Section 4.2.

The question we address in this chapter is the definition and properties of Hodge
structures on a vector bundle on a punctured complex projective curve (punctured
compact Riemann surface) in the neighbourhood of the punctures (also called the sin-
gularities of the variation). The notion of a polarized variation of Hodge structure on
a non-compact curve is analytic in nature, and a control near the punctures is needed
in order to obtain interesting global results. Let us emphasize that, nevertheless,
the approach is local, and we will mainly restrict the study to a local setting, where
the base manifold is a disc � centered at the origin in C of radius 1 for convenience
(or simply the germ of � at the origin), and we will denote by t its coordinate.

This chapter is divided in three parts, due to the length of the arguments. In this
part, we state the fundamental properties of the variation near a puncture. We first
focus on metric properties without paying much attention to the Hodge filtration itself.
Our interest lies in the relations between two possible extensions of the holomorphic
bundle with connection and Hermitian metric underlying a variation of C-Hodge
structure from the punctured Riemann surface X

⇤ to the compact one X. We then
explain how to extend the Hodge filtration at the punctures and provide the main
statement for the limiting Hodge-Lefschetz structure. As an application of the metric
properties, we prove the semi-simplicity theorem analogue of Theorem 4.3.3.
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6.2. Variations of Hodge structure on a punctured disc

We consider the behaviour of a variation of C-Hodge structure near a singular point.
From now on, we will work on a disc � of radius 1 with coordinate t, as indicated in the
introduction of this chapter and we will denote by �

⇤ the punctured disc � r {0}.
Assume that H is a variation of Hodge structure on �

⇤ (Definitions 4.1.4, 4.1.5
and 5.4.3). Our goal is to define a suitable restriction of these data to the origin.
As for the case of a point in �

⇤, the underlying vector space of the restricted object
should have a dimension equal to the rank of the bundle on �

⇤.

6.2.a. Reminder on holomorphic vector bundles with connection. We recall
in this section the equivalence between the category of holomorphic vector bundle
with connection (V,r) on �

⇤ and the category of finite dimensional vector spaces
equipped with an automorphism. We shall first construct a functor from the first one
to the second one.

If we are given a holomorphic vector bundle with connection (V,r) on �
⇤, there

exists a canonical meromorphic extension, called the Deligne meromorphic exten-
sion, of the bundle V to a meromorphic bundle V⇤ (that is, a free sheaf of O�[1/t]-
modules) equipped with a connection r. It consists of all local sections of j⇤V (where
j : �

⇤
,! � is the inclusion) whose coefficients in some (or any) basis of multivalued

r-horizontal sections have moderate growth in any sector with bounded arguments.
Equivalently, it is characterized by the property that the coefficients of any multival-
ued horizontal section expressed in some basis of V⇤ are multivalued functions on �

⇤

with moderate growth in any sector with bounded arguments.
Similarly, there exists a canonical free O�-submodule V0

⇤ of V⇤, called the Deligne
canonical lattice, consisting of all local sections of j⇤V whose coefficients in any basis
of horizontal sections on any bounded sector are holomorphic functions on this sector
with at most logarithmic growth. On this bundle V0

⇤, the connection r has a pole of
order 1. The residue R of the connection on V0

⇤ is an endomorphism of the vector space
V0

⇤/tV
0

⇤. The real parts of its eigenvalues belong to [0, 1). The latter two properties
also characterize V0

⇤ among all lattices of V⇤ (i.e., free O�-submodules of V⇤ which
generate V⇤ as a O�[t

�1
]-module).

The existence of a free O�-submodule V0

⇤ of V⇤ such that O�[t
�1

]⌦ V0

⇤ = V⇤ and
on which r has a pole of order 1 is by definition the condition ensuring that (V⇤,r)
has a regular singularity at the origin of �.

A classical result (see e.g. [Mal91, (2.6) p. 24]) asserts that V0

⇤ has an O�-basis
with respect to which the matrix of r is constant. More precisely, any C-basis of
V0

⇤/tV
0

⇤ can be lifted to an O�-basis of V0

⇤, and the matrix of r is then equal to the
matrix of the residue R in the given basis of V0

⇤/tV
0

⇤. These results can be reformulated
as follows.

6.2.1. Theorem. The construction (V,r) 7! (V⇤,r) induces an equivalence between the
category of vector bundles with connection on the punctured disc �

⇤ and that of free
O�[1/t]-modules with a connection r having a regular singularity at the origin.
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Of course, an inverse functor is the restriction of (V⇤,r) to �
⇤. Notice also that this

result implies that any morphism ' : (V1,r)! (V2,r) can be extended in a unique
way as a morphism (V1⇤,r)! (V2⇤,r). The proof is obtained by interpreting ' as a
horizontal section of HomO�⇤ (V1,V2) and by using the property that, for a connection
with regular singularity (as r on HomO�[1/t](V1⇤,V2⇤)), any horizontal section on �

⇤

extends in a unique way as a r-horizontal section on � (see Exercise 6.1(4)).
We can then more generally consider a whole family of Deligne canonical lattices:

for every � 2 R, we denote by V�

⇤ the lattice defined by the property that the eigen-
values of the residue of the connection have their real part in [�,� + 1). If we set
V>�

⇤ =
S

�0>�
V�

0

⇤ , then V>�

⇤ is the Deligne canonical lattice for which the eigenvalues
of the residue of the connection have real part in (�,� + 1]. We use the notation

(6.2.2) gr
�V⇤ := V�

⇤/V
>�

⇤ .

See Exercise 6.2 for the properties of the canonical lattices.
If we denote by V>�1

⇤ the lattice on which Resr has eigenvalues with real part in
(�1, 0], and if � 2 (�1, 0], then gr

�V⇤ is identified with the generalized eigenspace of
Resr on V>�1

⇤ /tV>�1

⇤ corresponding to the eigenvalues � + i�
00 (�00 2 R) with real

part �. We set N = �(Resr)nilp (nilpotent part). This is the endomorphism induced
by

L
�00 [�(t@t��� i�00

)] on gr
�V⇤. [This choice is suggested by the property that the

unipotent part of the monodromy operator on the locally constant sheaf Vr
:= Kerr

can be identified with exp 2⇡iN.]

6.2.3. Remark (Behaviour with respect to operations). Let (V,r) be a holomorphic
bundle with connection on �

⇤.
(1) Let V1 be a holomorphic subbundle of V which is preserved by the connection.

Then, by construction, the Deligne canonical lattice V0

1,⇤ of (V1,r) is nothing but
j⇤V1 \ V0

⇤, and similarly, for any �, V�

1,⇤ = j⇤V1 \ V�

⇤ .
(2) Let (V_

,r) be the dual bundle with the dual connection. Using that the residue
of the connection on (V�

⇤ )
_ is minus the transposed of that on V�

⇤ , one deduces that

(V_
⇤)

� ' (V>���1

⇤ )
_
.

As a consequence, the natural pairing

(V_
⇤)

� ⌦ V���1

⇤ �! O�[1/t]

induces, by composing with the residue at t = 0, a perfect pairing

gr
�V_

⇤ ⌦ gr
���1V⇤ �! C.

Equivalently, after multiplication by t, the natural pairing

h• , •i : (V_
⇤)

� ⌦ V��

⇤ �! O�

induces, by composing with restriction at t = 0, a perfect pairing

gr
�V_

⇤ ⌦ gr
��V⇤ �! C.

In particular, for any section v of V��

⇤ whose class in gr
��V⇤ is nonzero, there exists

a section v
_ of (V_

⇤)
� (whose class in gr

�V_
⇤ is nonzero) such that hv_

, vi = 1.
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(3) Let det(V,r) be the determinant bundle (maximal exterior power) with con-
nection. Given a frame e of V, the matrix of the connection on detV in the frame
e1 ^ · · · ^ er is the trace of that of r on V in the frame e. Let � > 0 be the sum of
the real parts of the eigenvalues of the residue at the origin of r on V0

⇤. We thus find

(detV)�⇤ = det(V0

⇤) and dimgr
�
(detV)⇤ = 1.

6.2.4. Theorem. The correspondence

(V⇤,r) 7�! (Ho
,T) =

L
�2(�1,0]

(gr
�V⇤, e

� 2⇡i �
T� · e2⇡iN),

with T� semi-simple with positive eigenvalues, is an equivalence between the category
of free O�[1/t]-modules with a connection r having a regular singularity at the origin
and the category of finite dimensional vector spaces with an automorphism.

Here is a quasi-inverse functor. Given (Ho
,T), we group the generalized eigen-

spaces corresponding to the eigenvalues µ of T which share the same value � = µ/|µ|,
and denote this space Ho

�
. On such a subspace, the action of T reads �T�e

2⇡iN with
N nilpotent and T� semi-simple with positive eigenvalue commuting with N. We thus
obtain a decomposition (Ho

,T) =
L

|�|=1
(Ho

�
,�T�e

2⇡iN
). Furthermore, we write

each � as exp� 2⇡i� with � 2 (�1, 0]. We then associate to (Ho

�
,�T�e

2⇡iN
) the free

O�[1/t]-module Ho

�
⌦CO�[1/t] with connectionr = Id⌦d+(� Id+

i

2⇡
log T��N)dt/t.

The canonical decomposition of the right-hand side of the correspondence of The-
orem 6.2.4 corresponds to a canonical decomposition of the left-hand side:

6.2.5. Corollary. There exists a canonical decomposition

(6.2.5 ⇤) (V⇤,r) '
L

�2(�1,0]

(V⇤� ,r)

for which V⇤� has a frame v� in which r has matrix (� Id+
i

2⇡
D� �N)dt/t with N

nilpotent and D� diagonal with positive eigenvalues.

Proof. We denote by V� the subsheaf of V consisting of O�⇤ -linear combinations of
local sections of V annihilated by some power of t@t� (�+ i b

00
) for all possible b

00 2 R.
We then have a canonical decomposition

(6.2.5 ⇤⇤) (V,r) '
L

�2(�1,0]

(V� ,r).

The correspondence of Theorem 6.2.1 induces a canonical decomposition (V⇤,r) 'L
�2(�1,0]

(V�⇤,r) and we set V⇤� = V�⇤.

It follows from this decomposition that the space of multi-valued horizontal sections
of (V,r) on �

⇤ decomposes correspondingly with respect to the eigenvalues � of the
monodromy, which take the form � = exp(� 2⇡i(�+ i b

00
)) for any (�+ i b

00
) occurring

in (6.2.5 ⇤). In particular, the absolute value of the eigenvalues of the monodromy are
all equal to one if and only if D� = 0 for any �.
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6.2.b. Reminder on Hermitian bundles on the punctured disc. Let V be a
holomorphic vector bundle on �

⇤ and let h be a Hermitian metric on the associated
C

1-bundle H := C1
�⇤ ⌦O�⇤ V. We denote by Vmod the subsheaf of j⇤V consisting

of local sections whose h-norms have moderate growth in the neighbourhood of the
origin, i.e., bounded by some (negative) power of |t|. This is an O�[1/t]-module,
which coincides with V when restricted to �

⇤.
The parabolic filtration V•

mod
is the decreasing filtration, indexed by R, defined as

follows. For any � 2 R, we define V�

mod
as consisting of local sections v of j⇤V such

that, for any " > 0, there exists C"(v) > 0 such that kvkh 6 C"(v)|t|��". For �0
> �,

we have V�
0

mod
⇢ V�

mod
and we set V>�

mod
=

S
�0>�

V�
0

mod
.

Clearly, each V�

mod
is an O�-submodule of Vmod, which coincides with V when

restricted to �
⇤, and we have
Vmod =

S
�

V�

mod
, and 8 k 2 Z, t

kV
•
mod

= V
•+k

mod
.

A jump (or, more correctly, jumping index) of the parabolic filtration is a real num-
ber � such that the quotient gr

�
(Vmod) := V�

mod
/V>�

mod
is nonzero. Clearly, if � is a

jump, then � + k is a jump for every k 2 Z. We denote by J(�) the set of jumping
indices which belong to [�,� + 1). We have J(� + k) = J(�) + k for every k 2 Z.

6.2.6. Definition. We say that the metric is moderate if each V�

mod
(� 2 (�1, 0]) is

O�-locally free.

If the metric is moderate, V�

mod
is O�-locally free for any � 2 R and Vmod =

O�[1/t]⌦O�
V�

mod
(any �) is O�[1/t]-locally free. Furthermore, the induced decreasing

filtration V•
mod

(V�

mod
/V�+1

mod
) is finite, so that J(�) is finite. It follows that V>�

mod
=

V�
0

mod
for some �0

> �. We also have

V�

mod
/tV�

mod
=

L
�02J(�)

gr
�
0
Vmod.

6.2.7. Remark (Behaviour with respect to operations). Let (V, h) be a holomorphic bun-
dle with a moderate Hermitian metric.

(1) Let V1 be a holomorphic subbundle of V and let h1 be the Hermitian metric
induced by h on V1. Then, by construction, V1,mod = j⇤V1 \ Vmod and, for any �,
V�

1,mod
= j⇤V1 \ V�

mod
. However, we cannot claim that (V1, h1) is moderate, i.e., that

V�

1,mod
is locally free for any � (see Exercise 6.3).

(2) Let v be a frame of V0

mod
lifting a basis of V0

mod
/tV0

mod
adapted to the filtration

induced by V•
mod

. The diagonal entries of the matrix A of h in this frame have thus
a controlled behaviour. The determinant bundle detV is naturally equipped with
a metric, and using this frame, one finds that it is moderate. Furthermore, setting
� =

P
�2J(0)

�, one has (detV)�
mod

= detV0

mod
.

(3) We do not have much information on the other entries of the matrix A. Simi-
larly, we do not have much information on the matrix t

A
�1 of the metric on the dual

bundle V_ in the dual frame v
_.
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We will make use in Part 2 of a criterion of moderateness in terms of the cur-
vature, which goes back to [CG75] and [Sim88], and that we will not prove here
(see [Sim88, §10] and [Sim90, Prop. 3.1]). For a Hermitian holomorphic bundle
(V, h), the curvature operator Rh of the Chern connection of the metric is a linear
morphism H! E2

�⇤ ⌦H, where H is the C
1 bundle associated with V. By fixing a

constant norm on the trivial bundle E2

�⇤ (e.g. dt^ dt has norm one), we can consider
the norm of Rh considered as a section of End(V)⌦ E2

�⇤ , that we denote by kRhkh.

6.2.8. Notation (for L(t)). We consider on �
⇤ the function

L(t) = � log |t|2 = � log tt.

The main properties we use are given as an exercise (see Exercise 6.5).

6.2.9. Theorem (Criterion of moderateness). Assume that the curvature Rh satisfies
kRhkh 6 C/|t|2L(t)2 for some constant C > 0. Then the Hermitian holomorphic
bundle (V, h) is moderate.

6.3. Metric properties near a puncture

6.3.a. The Deligne and parabolic filtrations for a polarized variation of
Hodge structure. Let us consider a polarized variation of C-Hodge structure (H, S)

of weight w on the punctured disc �
⇤ (see Definitions 4.1.4 and 4.1.5). We set

H = (H, D, F
0•H, F

00•H). We thus have a positive definite Hermitian metric h on H.
On the other hand, we set V = KerD

00, on which the filtration F
0•H induces a

filtration F
•V by holomorphic sub-bundles. We aim at comparing the canonical fil-

tration V•
⇤ and the filtration V•

mod
relative to the Hodge metric h, and more precisely

at showing that they coincide. In particular, this implies that the Hodge metric is
moderate.

6.3.1. Example (The unitary case). In the simple case where the connection is compat-
ible with the Hermitian metric h, we claim that the metric is moderate.

The assumption corresponds to a variation of Hodge structure of pure type (0, 0).
Then the norm of any horizontal section of V is constant, hence bounded. The mon-
odromy matrix being unitary, its eigenvalues have absolute value equal to 1, and the
matrices T� considered in Corollary 6.2.5 are the identity matrices, so that logT� = 0.

The decomposition (6.2.5 ⇤⇤) is compatible with the metric, and we are reduced to
proving the claim on each term. We can then assume for simplicity that � = 0 by
multiplying by |t|2� . It is then enough to identify V0

⇤ and V0

mod
.

Given any section v of V, we express it on a unitary frame of multivalued horizontal
sections, and v is a section of V0

mod
if and only if its multivalued coefficients are

bounded by |t|�" in any bounded angular sector of sufficiently small radius. Similarly,
by definition, a section of V is a section of V0

⇤ if and only if its mutlivalued coefficients
have logarithmic growth, and equivalently satisfy the same growth condition as for
V0

mod
, hence the claim.
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The properties of the previous example hold true for any polarized variation of
C-Hodge structure: this is the main results in this part of Chapter 6.

6.3.2. Theorem. Let (V,r, h) be a Hermitian holomorphic bundle with connection un-
derlying a polarized variation of C-Hodge structure on �

⇤. Then,
(1) the metric h on H is moderate and the parabolic filtration V•

mod
on V⇤ induced

by the metric h is equal to the filtration V•
⇤;

(2) furthermore, the eigenvalues of the monodromy have absolute value equal to 1.

6.3.3. Remark. This result justifies the need of refining the filtration V•
⇤ indexed by Z

and its graded spaces with a filtration indexed by R and the corresponding graded
spaces (6.2.2).

Theorem 6.3.2 characterizes sections of V�

⇤ in terms of growth of their norm with
respect to real powers of |t|. In order to analyze the L

2 behaviour of the norm, we will
need to refine this result by using a logarithmic scale.

6.3.4. Definition (Lift of the monodromy filtration). For each � 2 R, we denote by
M•gr

�V⇤ the monodromy filtration relative to the nilpotent endomorphism N of gr�V⇤
(see Theorem 6.2.4). The lift M•V

�

⇤ of M•gr
�V⇤ is the pullback by the projection

V�

⇤ ! gr
�V⇤ of M•gr

�V⇤. This is a locally free extension of V to �.

6.3.5. Theorem (Finer norm estimates). A section of V on �
⇤ extends as a section of

M`V
�

⇤ and not as a section of M`�1V
�

⇤ (i.e., with non-zero image in gr
M

`
gr

�V⇤) if and
only if its h-norm has the same order of growth as |t|�L(t)`/2.

Theorems 6.3.2 and 6.3.5, while depending on the Hodge structure in their as-
sumptions, do not involve Hodge properties in their conclusions. As a matter of fact,
the statements hold for harmonic flat bundles (Definition 4.2.5) on the punctured
disc whose Higgs field is nilpotent. We will prove them in that setting. We thus
forget the Hodge filtration for a while and consider a vector bundle (V,r) equipped
with a harmonic metric h. We now assume that (H, h, D) is a harmonic flat bundle
on �

⇤ and we consider the associated metric connection Dh = D
0
h
+ D

00
h

and Higgs
field ✓ = ✓

0
+ ✓

00. We recall that the Hermitian holomorphic Higgs bundle (E, h, ✓) is
defined by E = KerD

00
h

and ✓ is induced by ✓0 (see Definition 4.2.8). In other words,
for a polarized variation of Hodge structure, we also pay attention to the graded bun-
dle E = gr

F
V equipped with its Higgs field induced by ✓ := gr

�1

F
r, as in (4.2.12).

However, we forget the grading of this bundle and only remember that ✓ is nilpotent.

6.3.6. Definition (Nilpotent harmonic bundle). We say that the harmonic bundle is
nilpotent if the coefficient of dt in ✓0 is a nilpotent endomorphism of H.

6.3.7. Remarks.
(1) By Hermitian adjunction, the coefficient of dt in ✓

0 is nilpotent if and only if
the coefficient of dt in ✓00 is nilpotent.
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(2) The harmonic bundle associated with a polarized variation of Hodge struc-
ture on �

⇤ is nilpotent. Indeed, ✓0 has bidegree (�1, 1) with respect to the Hodge
decomposition.

In this part, we give a proof of these theorems and we give some important conse-
quences, in particular concerning semi-simplicity.

6.3.8. Remarks.
(1) In Section 6.2.a, when extending the vector bundle V with holomorphic con-

nection r from �
⇤ to �, we have chosen Deligne’s meromorphic extension, that is,

we have chosen the (unique) meromorphic extension on which the extended connection
is meromorphic and has regular singularities. Such a choice, while being canonical
and, in some sense, as simple as possible, was not the only possible one. We could
have chosen other kinds of meromorphic extensions, on which the extended meromor-
phic connection has irregular singularities. A posteriori, when considering variations
of polarized Hodge structures, Theorem 6.3.2 strongly justify the previous choice.

(2) One may wonder why we have considered the filtration V•
⇤ decreasing and the

filtration M•gr
�V⇤ increasing. The answer is that this reflects the scale of growth of

the family of functions |t|�L(t)`/2 (� 2 (�1, 0] and ` 2 Z): the function |t|�L(t)`/2
grows faster (or decreases slower) than |t|�0

L(t)
`
0
/2 when t ! 0 if and only if either

� < �
0 or � = �

0 and ` > `
0.

6.3.b. Sketch of the proof of Theorems 6.3.2 and 6.3.5 for nilpotent har-
monic bundles. Let (V,r, h) be a nilpotent harmonic flat bundle.

Step 1. The first objective is to show that the eigenvalues of the monodromy have
absolute value one (Theorem 6.3.2(2)). This point relies on the estimate of the h-norm
of a multi-valued horizontal section of V which is an eigenvector for the monodromy
operator. Due to Exercise 4.6, the h-norm of any multi-valued horizontal section v

satisfies
@tkvk2h = �2h(✓0

0
v, v), @

t
kvk2

h
= �2h(✓00

0
v, v),

where we have set ✓0 = ✓
0
0
dt and ✓

00
= ✓

00
0
dt. Making use of the norm of the Higgs

field computed with the metric on the bundle of endomorphisms of E, we deduce
��@tkvkh

�� 6 2kvkhk✓00k
1/2

h
,

��@
t
kvkh

�� 6 2kvkhk✓000k
1/2

h
= 2kvkhk✓00k

1/2

h
,

where the latter equality follows from the fact that ✓00
0

is the h-adjoint of ✓0
0
. The

main tool for the proof is then an estimate for the norm of the Higgs field, proved in
Section 6.3.d.

6.3.9. Theorem (Simpson’s estimate). If (H, D, h) is a nilpotent harmonic bundle, the
Higgs field ✓0 = ✓

0
0
dt satisfies k✓0

0
kh 6 C/|t|L(t) on �

⇤, for some C > 0.

6.3.10. Remark. By choosing a volume form vol on �
⇤, giving rise to a norm on

differential forms, one can consider the norm k✓0kh,vol. In the Poincaré metric that
we will consider in Section 6.12.c, the norm of dt/t and dt/t is L(t). The theorem
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thus asserts that the norm k✓0kh,vol (and that of k✓00kh,vol since ✓00 is the h-adjoint
of ✓0) is bounded.

This estimate leads to the following:
��t@t log kvkh

�� 6 C
0
/L(t),

��t@
t
log kvkh

�� 6 C
0
/L(t).

If v is an eigenvector of the monodromy operator T corresponding to the eigenvalue �,
then log kTvkh � log kvkh = log |�|. Expressing this difference by an integral formula
in the universal covering of �⇤ involving the above partial derivatives of log kvkh one
finds

��log |�|
�� 6 C

00
/L(t)

for a suitable constant C
00
> 0. Since the right-hand side tends to zero when t tends

to 0, this implies log |�| = 0, that is, |�| = 1.

Step 2. The next step (Section 6.3.c) is, starting with the only data of (V,r) without
any other assumption, to construct a model harmonic metric, that we call the Deligne
harmonic model, and to show that, if we moreover assume that the eigenvalues of the
monodromy have absolute value equal to one, this model satisfies the conclusions of
Theorems 6.3.2(1) and 6.3.5 (the conclusion of Theorem 6.3.2(2) being part of the
assumption).

Step 3. If (V,r) satisfying 6.3.2(2) is equipped with two comparable harmonic metrics,
and if it satisfies the conclusions of Theorems 6.3.2(1) and 6.3.5 for one of both, it
does so for the other one. These theorems are thus a consequence of the following.

6.3.11. Theorem. Let (V,r, h) be a nilpotent harmonic flat bundle. Then the metrics h
and h

Del are mutually bounded, that is, there exist constants C1, C2 > 0 such that,
on �

⇤,

C1|hDel
(•, •)| 6 |h(•, •)| 6 C2|hDel

(•, •)|.

Proof. The filtration V•
⇤ is the parabolic filtration both for h and h

Del. The iden-
tity morphism (H, D, h) ! (H, D, h

Del
) or vice versa, regarded as a flat section of

Hom(H,H) satisfies thus the metric assumption of Lemma 6.3.12 below. Recall that
Hom(H,H), equipped with its natural metric and flat connection, is harmonic (Ex-
ercise 4.8). By Lemma 6.3.12 below, the identity morphism, in both directions, is
bounded, which is equivalent to the mutual boundedness of h and h

Del.

6.3.12. Lemma. Let (H, D, h) be a flat bundle with metric on �
⇤. Assume that

(H, D, h) is harmonic. Let u 2 �(�
⇤
,H) be a D-flat section of H such that, for

any " > 0, there exists C" > 0 satisfying ku(t)kh 6 C"|t|�" on �
⇤. Then ku(t)kh is

bounded near the origin.

A proof of this lemma is given in Section 6.3.d. This concludes the proof of Theo-
rems 6.3.2 and 6.3.5 for nilpotent harmonic bundles.
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6.3.c. The Deligne harmonic model. We will now construct a model of such a
vector bundle, starting from an sl2-representation with a positive definite Hermitian
form, and we will check whether Theorem 6.3.2 holds on such a model. We will link
Property 6.3.2(2) with the nilpotency of the Higgs field of the model. This model
only relies on the datum of the flat vector bundle (V,r) on �

⇤ and is built so that
the Deligne canonical filtration V•

⇤ is equal to the parabolic filtration of the harmonic
metric. This is why we call it the Deligne harmonic model.

Let Ho be a C-vector space of dimension d equipped with an sl2-representation,
hence of endomorphisms X,Y,H (see Section 3.1.a). Since we do not deal with Hodge
filtrations for the moment, we do not introduce a polarization S and only consider the
resulting positive definite Hermitian form h

o. In order to prepare compatibility with
the notion of polarization, we impose that

(6.3.13) h
o
(X•, •) = h

o
(•,Y•), h

o
(Y•, •) = h

o
(•,X•), h

o
(H•, •) = h

o
(•,H•),

as suggested by Remark 3.2.8(2). Let us fix an h
o-orthonormal basis vo

= (v
o

1
, . . . , v

o

d
)

consisting of eigenvectors for H. If we denote by A the matrix of the endomorphism
A in a given basis, this identification leads to the notation

(Xv
o

1
, . . . ,Xv

o

d
) = (v

o

1
, . . . , v

o

d
) · X .

Similarly, for a Hermitian form s
o on Ho, we also denote by s

o the matrix (s
o

ij
) defined

by s
o

ij
= s

o
(v

o

i
, v

o

j
).

6.3.14. Simple example. We suggest the reader to follow the next computations on
the simple example where Y consists of a single Jordan block of size ` + 1, so that
dimP` = 1 and P`0 = 0 if `0 6= 0. Then each v

o

`,j
consists of a single element v`,j .

It will be convenient to assume that the basis v
o is obtained as follows: for each

` > 0, let us fix an h
o-orthonormal basis vo

`,0
of the `-th primitive part P`H

o ⇢ KerX

made with eigenvectors of H (with eigenvalue `); for any j > 0, consider the basis of
Y

j
P`H

o

(6.3.15) v
o

`,j
= ?`,jv

o

`,0
Y
j
,

where ?`,j is some constant. In such a way, vo

`,j
is a basis of the Lefschetz component

Y
j
P`, the basis v

o
:= (v

o

`,j
)`,j is h

o-orthogonal, and one can (and will) choose ?`,j
(with ?`,0 = 1) such that this basis is h

o-orthonormal. The formula of Exercise
3.1(2) shows that these constants are positive. Then the matrix H of H in this basis is
diagonal with integral entries, while X (resp. Y) is block upper (resp. lower) triangular
whose entries are positive or zero, X being the transpose of Y.

6.3.16. Definition (The model bundle with connection). Let H = C1
�⇤ ⌦C Ho be the

trivial C1-bundle on �
⇤ and let v be the basis v = 1⌦vo. Let b be a complex number,

that we write b= b
0
+ i b

00 (b0, b00 2R) and a real number � 2 (�1, 0]. We endow H

with the connection D such that

(6.3.16 ⇤) D
00
v = 0, D

0
v = v · (b Id�Y)

dt

t
,
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so that V := KerD
00 is the holomorphic trivial bundle O�⇤ · v and the connection r

on V induced by D
0 has matrix (b Id�Y)dt/t.

Let " be the basis obtained from v by the change of basis of having inverse matrix

(6.3.17) P�(t) = e
X|t|�L(t)H /2

= |t|�L(t)H /2
e
X /L(t) (see Exercise 6.5),

that is,

(6.3.18) v = " · P�(t).

The bases " and v are decomposed as " = ("`,j)`,j and v = (v`,j)`,j , so that (6.3.18)
reads

(6.3.19) v`,j = |t|�
X

k>0

c`,j,k"`,j+kL(t)
H /2

= |t|�L(t)`/2�j
X

k>0

c`,j,kL(t)
�k

"`,j+k,

for some nonnegative numbers c`,j,k with c`,j,0 = 1.

6.3.20. Definition (The model metric on the model bundle with connection)
We equip H with the Hermitian metric h such that " is an orthonormal basis.

We now group the terms v`,j , "`,j corresponding to the same w=`� 2j and we set

(6.3.21) " = ("w)w2Z, v = (vw)w2Z with v 2 vw () kvkh ⇠
t!0

|t|�L(t)w/2
.

Moreover, the basis v is asymptotically h-orthogonal, with logarithmic decay.
The metric h and the connection D on H enable us to define operators D0

h
, D00

h
, ✓0

and ✓00 (see Lemma 4.2.2).

6.3.22. Proposition. With the previous assumptions, the metric h on (H, D) is har-
monic.

Proof. Let us write

D
0
" = " ·M0 dt

t
, D

00
" = " ·M00 dt

t
.

Applying the base change formula for connections, we find

M
0
= b Id�P� Y(P�)

�1
+ P� t@t(P�)

�1 and M
00
= P� t@t(P�)

�1
.

According to the identities of Exercise 6.5 we obtain

M
0
=

⇣
b� �

2

⌘
Id�Y+H /2

L(t)

M
00
= ��

2
Id+

H /2� X

L(t)

(6.3.23)

✓
0
=

1

2
(M

0
+M

00⇤
)
dt

t
=

⇣
(b� �)

2
Id� Y

L(t)

⌘
dt

t

✓
00
=

1

2
(M

0⇤
+M

00
)
dt

t
=

⇣
(b� �)

2
Id� X

L(t)

⌘
dt

t

(6.3.24)

and

D
00
h
" = (D

00 � ✓00)" = " ·
⇣
� b

2
Id+

H /2

L(t)

⌘
dt

t
.
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We need to prove that the matrix of ✓0 is holomorphic when expressed in a D
00
h
-holo-

morphic basis of H. We note that, for any complex number c, the diagonal matrix

(6.3.25) Ac(t) = |t|c L(t)H /2

satisfies, according to Exercise 6.5,

t@t Ac(t) = t@
t
Ac(t) =

⇣
c

2
Id�H /2

L(t)

⌘
.

Therefore, after the base change with matrix

(6.3.26) A
b
(t) := |t|b L(t)H /2

,

the basis e = " ·A
b
(t) is D00

h
-holomorphic: indeed, the coefficient of dt/t in the matrix

of D00
h

with respect to the basis e is

(A
b
)
�1

H /2� b Id

L(t)
A
b
+(A

b
)
�1

t@
t
A
b
= 0,

hence the assertion. Let us notice that e decomposes as (ew)w2Z according to the
decomposition " = ("w)w2Z analogous to (6.3.21), and each element of ew has norm
|t|b0L(t)w/2. Moreover, e is h-orthogonal.

The coefficient of dt/t in the matrix of ✓0 in the basis e is therefore

(6.3.27) (A
b
)
�1

⇣
(b� �)

2
Id� Y

L(t)

⌘
A
b
=

(b� �)
2

Id�Y,

according to Exercise 6.5.

Proof of Theorem 6.3.2 for the model. The norm of a holomorphic section of V is easily
computed with its coefficients in the orthonormal basis ". Since the entries of the ma-
trices P� and (P�)

�1 defined by (6.3.17) have moderate growth, this norm is moderate
if and only if the coefficients of the section in the holomorphic basis v have moderate
growth on �

⇤, i.e., if and only if they are meromorphic functions. Therefore, V⇤ is
determined by the moderate growth condition on the norm of holomorphic sections.

In order to determine the parabolic filtration, we need to compute the norm of the
elements v of v. This norm is computed by (6.3.21). The parabolic filtration V•

mod
is

thus given by V�+k

mod
= t

kO� · v (the jumps occur only at � + Z).
On the other hand, the filtration by Deligne canonical lattices V•

⇤ is given by
Vb

0
+k

⇤ = t
kO� · v (the jumps occur only at b

0
+ Z).

If b
0
= �, then both filtrations coincide, and (6.3.21) also shows that MwV

�

⇤ is
determined by the norm condition of Theorem 6.3.5.

We notice that the model is a nilpotent harmonic bundle if and only if b = �.
The nilpotency condition thus implies both properties in Theorem 6.3.2 as well as the
conclusion of Theorem 6.3.5.

Let (V,r) be a holomorphic bundle with connection. Tensoring the decomposition
of (6.2.5 ⇤⇤) with C1

�⇤ leads to a decomposition

(6.3.28) (H, D) '
L

�2(�1,0]

(H� , D),
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and v� is a holomorphic frame of (H� , D) on �
⇤. Besides, the C1 bundle H� is in fact

defined all over �, since the frame v� is so, and its fiber Ho

�
at the origin is isomorphic

to gr
�V⇤ via an identification of bases. For every b

00 2 R such that exp(2⇡b
00
) is an

eigenvalue of T� in Theorem 6.2.4, we associate a model metric hDel

b
as in Section 6.3.c

with b = �+ i b
00 and the nilpotent endomorphism N given by that theorem. Summing

over all such possible b
00 2 R, we obtain a model metric h

Del

�
on each (H� , D), and

summing over all � 2 (�1, 0], we obtain a model metric h
Del in such a way that the

decomposition (6.3.28) is h
Del-orthogonal and that the restriction of hDel to each H�

is the model metric h
Del

�
. Since b

0
= �, the parabolic filtration of (V, hDel

) is the
canonical filtration V⇤. If we consider the Higgs bundle (EDel

, h
Del

, ✓Del
), the parabolic

filtration is such that the frame (e�)�2(�1,0] forms an adapted basis of EDel.

6.3.29. Definition. We call (V, hDel
,r) the Deligne harmonic model for (V,r).

6.3.30. Remark. For the Deligne harmonic model, the statement of Theorem 6.3.2(2)
is equivalent to the property that it is nilpotent.

6.3.d. Proof of Theorem 6.3.9 and Lemma 6.3.12. We continue assuming that
(V,r, h) is a harmonic flat bundle on �

⇤. Let us start with a corollary of Theorem
6.3.9 that will be used when proving semi-simplicity in Section 6.4.

6.3.31. Corollary (Curvature properties). The curvature RV of (V, h) and the curvature
RE of (E, h) satisfy an inequality

(6.3.31 ⇤) kRkh 6 C/|t|2L(t)2 for some C > 0,

in particular they are L
1

loc
on �.

6.3.32. Remark. This corollary follows from Simpson’s estimate (Theorem 6.3.9) and
can be combined with the criterion of moderateness provided by Theorem 6.2.9 to
yield moderateness of the metric h. However, we do not make use of this criterion
here, as moderateness follows from the identification of the parabolic filtration V•

mod

with the Deligne canonical filtration V•
⇤, as follows from Theorem 6.3.11 and the

properties of the Deligne harmonic model.

Proof. Let us emphasize that RV is the curvature of the Chern connection of h on H

with the holomorphic structure D
00, while RE is that of h on H with the holomorphic

structure D
00
h
. The formula of Exercise 4.4(5) and the identities following (4.2.6) give

RV = �2(✓0 ^ ✓00 + ✓
00 ^ ✓0) = 2RE.

Since ✓00 has the same h-norm as ✓0, it follows that both RV and RE satisfy (6.3.31 ⇤),
hence are L

1

loc
on �, according to Exercise 6.6.

Proof of Theorem 6.3.9. We start with a variant of Ahlfors Lemma, whose proof is
given as an exercise (Exercise 6.8). We denote by �t the Euclidean Laplacian on the
disc, that is, �t = 4@t@t.
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6.3.33. Lemma. Let f be a C
2 function with nonnegative real values on the unit punc-

tured disc �
⇤. Let us assume that the following inequality holds:

(6.3.33 ⇤) �t log f(t) > 4f(t).

Then

(6.3.33 ⇤⇤) f(t) 6 1

|t|2L(t)2 on �
⇤
.

We thus aim at proving that f = ck✓0k2
h

(for some c > 0) satisfies the assumption
of the lemma. Let us set ✓0 = ✓

0
0
dt and ✓00 = ✓

00
0
dt. Regarding ✓0

0
as generating a line

subbundle of End(E) with induced metric h, so that k✓0k2
h
= 2k✓0

0
kh, the inequality

for the curvature of a subbundle (see [GH78, p. 79]) implies

k✓0
0
k2
h
· d00d0 log k✓0

0
k2
h
6 h

�
ad(RE)(✓

0
0
), ✓

0
0

�
,

in the sense that the coefficients of dt ^ dt satisfy the corresponding inequality. The
above expression of RE amounts to RE = �[✓0

0
, ✓

00
0
]dt^ dt and the previous inequality

reads

�@t@t log k✓00k2h 6 �h([[✓
0
0
, ✓

00
0
], ✓

0
0
], ✓

0
0
)

k✓0
0
k2
h

.

We write

�h([[✓0
0
, ✓

00
0
], ✓

0
0
], ✓

0
0
) = h(ad(✓

0
0
)([✓

0
0
, ✓

00
0
]), ✓

0
0
)

= h([✓
0
0
, ✓

00
0
], ad(✓

00
0
)(✓

0
0
)) = �

��[✓0
0
, ✓

00
0
]
��2
h
,

and the previous inequality reads

�t log k✓00k2h > 4

��[✓0
0
, ✓

00
0
]
��2
h

k✓0
0
k2
h

.

Here comes the assumption that ✓0
0

is nilpotent. We claim that there exists a constant
c > 0 only depending on the rank of E such that

��[✓0
0
, ✓

00
0
]
��
h
> ck✓0

0
k2
h
. Indeed, because

we look for a universal constant c, it is enough to solve the question independently
on each fiber, and we are reduced to a question on vector spaces, which is treated in
see Exercise 6.12. As a consequence,

�t log k✓00k2h > 4c
2k✓0

0
k2
h
.

We conclude the proof of Theorem 6.3.9 by applying Lemma 6.3.33 to f(t) = c
2k✓0

0
k2
h
.

Proof of Lemma 6.3.12. This lemma is a direct consequence of the following lemma,
together with Exercise 6.7.

6.3.34. Lemma. For u as in Lemma 6.3.12, the function log kuk2
h

is subharmonic in �
⇤,

that is, we have the inequality

�t log kuk2h > 0.



6.3. METRIC PROPERTIES NEAR A PUNCTURE 135

Proof. Let us start by computing �tkuk2h. On the one hand, we have

(�tkuk2h) dt ^ dt = 4d
0
d
00kuk2

h
.

On the other hand, u satisfies D
0
u = 0 and D

00
u = 0, that is, D

0
h
u = �✓0u and

D
00
h
u = �✓00u (recall the notation of Section 4.2.b). Moreover, since D

00
h
(✓

0
) = 0

(see (4.2.6)), we find
D

00
h
✓
0
u = �✓0D00

h
u = ✓

0
✓
00
u,

and similarly D
0
h
✓
00
u = ✓

00
✓
0
u. We thus obtain, since ✓00 is the h-adjoint of ✓0 (we use

the convention of Remark 4.2.3),

d
0
d
00kuk2

h
= �d0

⇥
h(✓

00
u, u) + h(u, ✓0u)

⇤
= �2d0h(u, ✓0u)

= 2
⇥
h(✓

0
u, ✓0u)� h(u, ✓0✓00u)

⇤

= 2
⇥
h(✓

0
u, ✓0u)� h(✓

00
u, ✓00u)

⇤
.

Since kdtk = kdtk = 2 with the metric induced by the Euclidean volume form, we find

h(✓
0
u, ✓0u) =

1

4
k✓0uk2

h
dt ^ dt and h(✓

00
u, ✓00u) = �1

4
k✓00uk2

h
dt ^ dt,

we finally obtain

(6.3.35) �tkuk2h = 2
�
k✓0uk2

h
+ k✓00uk2

h

�
.

Now,

�t log kuk2h =
�tkuk2h
kuk2

h

� 4
@tkuk2h
kuk2

h

@
t
kuk2

h

kuk2
h

,

and @tkuk2h · @tkuk2h is the coefficient of dt ^ dt in d
0
h(u, u) ^ d00h(u, u). The previous

arguments give

d
0
h(u, u) ^ d

00
h(u, u) = 4h(✓

0
u, u) ^ h(u, ✓0u)

= 4h(✓
0
u, u) ^ h(✓0u, u) = kh(✓0u, u)k2 dt ^ dt.

Therefore, noticing that kh(✓0u, u)k = kh(✓00u, u)k,

@tkuk2h · @
t
kuk2

h
= kh(✓0u, u)k2 =

1

2
(kh(✓0u, u)k2 + kh(✓00u, u)k2)

6 1

2
kuk2

h
· (k✓0uk2

h
+ k✓00uk2

h

�
,

and the desired inequality follows.

6.3.36. Remarks.
(a) Together with the conclusion of Lemma 6.3.12, (6.3.35) also implies that

�tkuk2h and k✓0uk2
h
+ k✓00uk2

h
are L

1

loc
at the origin (see Exercise 6.9).

(b) On a Riemann surface X equipped with a Kähler metric, the Laplacian �

satisfies � = 2�
00
= �2 i⇤d0d00. In the setting of Lemma 6.3.12 with a punctured X

⇤

instead of �⇤, then an argument similar to that leading to (6.3.35) gives

�kuk2
h
= �4

�
k✓0uk2

h
+ k✓00uk2

h

�
.

Moreover, (a) implies that the right-hand side—hence the left-hand side also—is L1

loc

on X.
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6.4. Semi-simplicity

As an application of the metric properties of Section 6.3, we extend in this section
the results of Section 4.3 to the case of a punctured projective curve. Let X be a
smooth projective curve and let X

⇤ be a Zariski dense open subset of X (i.e., the
complement of a finite set of points).

6.4.1. Theorem. Let (H, h, D) be a nilpotent harmonic bundle on X
⇤ and let H be the

associated local system KerD. Then the complex local system H is semi-simple.

6.4.2. Corollary (of Theorem 6.4.1 and Remark 6.3.7(2)). Let

H = (H, F
0•H, F

00•H, D, S)

be a polarized variation of C-Hodge structure of weight w on X
⇤ (see Definition 4.1.4),

and let H = Kerr be the associated complex local system. Then H is semi-simple.

6.4.3. Remark. After having proved the Hodge-Zucker theorem 6.11.1, we will comple-
ment this corollary in a way analogous to that of Theorem 4.3.13, by showing (The-
orem 6.14.17) that each irreducible component of H underlies an essentially unique
polarized variation of Hodge structure and we will show how to recover the polarized
variation of Hodge structure H from its irreducible components. In other words, the
underlying local system of a simple object in the category of polarized variations of
Hodge structure on X

⇤ is irreducible.

Before starting the proof of the semi-simplicity theorem, we notice useful conse-
quences of Property (1) of Theorem 6.3.2.

6.4.4. Proposition. Assume that (V, h,r) satisfies 6.3.2(1). Then
(1) any flat holomorphic subbundle with induced metric and connection (V1, h,r)

also satisfies 6.3.2(1);
(2) the determinant det(V, h,r) also satisfies 6.3.2(1).

Proof.
(1) In view of Remark 6.2.7(1), the question reduces to the O�-coherence of j⇤V1\

V�

mod
. But the latter is equal to j⇤V1 \V�

⇤ , which O�-locally free, being equal to V�

1,⇤
(see Remark 6.2.3(1)).

(2) This point follows from Remarks 6.2.3(3) and 6.2.7(2).

Let (V,r, h) be a Hermitian holomorphic bundle with connection on a punctured
compact Riemann surface X

⇤. Let Rh denote the curvature of (V, h): it is a section
of E1,1

X⇤ ⌦End(V). The determinant bundle det(V, h,r) has curvature tr(Rh). Assume
that the curvature tr(Rh) of det(V, h) is L

1

loc
on X, i.e., in local coordinates near a

puncture, it can be written as k dt ^ dt with k being L
1

loc
. We then set

deg
an
(V, h) =

i

2⇡

Z

X

tr(Rh).
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6.4.5. Proposition (Vanishing of the analytic degree). Assume that (V, h,r) is a Hermi-
tian holomorphic bundle with connection on a punctured compact Riemann surface X

⇤

that satisfies 6.3.2(1) as well as its dual (V_
, h,r). Assume that the curvature tr(Rh)

of det(V, h) is L
1

loc
on X. Then for any flat holomorphic subbundle (V1,r) of (V,r)

equipped with the induced Hermitian metric, the curvature of det(V1, h) is L
1

loc
on X

and we have
deg

an
(V1, h) = 0.

6.4.6. Lemma. If (V, h,r) and its dual (V_
, h,r) satisfy 6.3.2(1) on �

⇤, then the
h-norm of any local section v of V�

⇤ whose image in gr
�V⇤ is nonzero satisfies the

inequalities

(6.4.6 ⇤) 8 " > 0, |t|�+" 6 kvkh 6 |t|��"
(|t| < R").

Proof. The right inequality is by assumption. Let v_ be a local section of (V_
⇤)

�� such
that hv_

, vi = 1 (see Remark 6.2.3(1)). Then kv_kh 6 |t|���" for all " > 0 and |t| cor-
respondingly small enough, by assumption. By computing in an orthonormal frame,
Schwartz inequality implies kv_khkvkh > |hv_

, vi| = 1. Therefore, kvkh > |t|�+",
hence the assertion.

Proof of Proposition 6.4.5. Let x 2 X be a puncture and let �x 2 [0, 1) be the unique
jumping index of the canonical filtration of L⇤ := detV1,⇤. For a local frame v at x

of the Deligne canonical extension L0

⇤ obtained from a frame adapted to the filtration
of V1,⇤, we deduce that kvkh satisfies the inequalities of the lemma with �x instead
of � (this is justified by Proposition 6.4.4(2)).

Let us prove the statement on the curvature of (V1, h). This is a local statement
near each puncture, so that we assume that X⇤

= �
⇤. Let v be a frame of V inducing

a frame of V0

⇤/tV
0

⇤ adapted to the filtration induced by V•
⇤ and to V1,⇤, so that part

of v, denoted v1, is a frame of V0

1,⇤/tV
0

1,⇤ adapted to the filtration induced by V•
1,⇤.

Then the curvature matrix of (V1, h) in the frame v1 is smaller than that of (V, h) in
the frame v, in the sense of [GH78, p. 79]. Taking traces, the same property holds
for detV1 with its frame v1 = detv1 and detV with its frame v = detv. This reads

�@t@t log kv1k2h 6 �@t@t log kvk2h,
that is, with the Laplacian �t = 4@t@t,

�t log kv1k2h > �t log kvk2h.

We have �t log kv1k2h = �tf1 on �
⇤ with f1 = log kv1k2h � log |t|2�1 , where �1 is the

exponent of (6.4.6 ⇤) for v1, and similarly f and � for v. By assumption, f is L1

loc
on �.

On the other hand, (6.4.6 ⇤) for v1 implies that for all " > 0, |f1(t)| 6 "L(t) on �
⇤
R"

(x)

for R" > 0 small enough. Therefore, limt!0 |f1(t)|/L(t) = 0. The assumptions in
Exercise 6.10 are thus fulfilled and we can conclude that �tf1 = �t log kv1k2h is L

1

loc

on �, as wanted.
By the residue theorem we have deg(L0

⇤)
_
= � degL0

⇤ =
P

x
�x. Let us fix an

arbitrary C
1 metric on (L0

⇤)
_. We thus obtain a metric, that we still denote by h,
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on the trivial bundle O = (L0

⇤)
_ ⌦ L0

⇤, such that the norm of the unit section 1

satisfies (6.4.6 ⇤) (up to constants). We aim at proving that degan(O, h) is well-defined
and is equal to

P
x
�x.

Let us consider a model metric h
o on O, such that k1kho is C

1 on X
⇤, equal to h

on the complement of discs centered at the punctures, and equal to |t|�x for some
local coordinate t at each puncture x. The curvature of ho is d

00
d
0
log k1k2

ho , and is
meaningful as a (1, 1)-current on X. In the neighbourhood of a puncture, we have

i

2⇡
d
00
d
0
log k1k2

ho =
�x i

⇡
d
00
d
0
log |t| = ��x�x,

so that, on X, we have i

2⇡
d
00
d
0
log k1k2

ho = ⌘ �
P

x
�x�x, where ⌘ 2 E1,1

c
(X

⇤
). Fur-

thermore, degan(O, ho) =
R
X
⌘. We then find

0 = degO =
i

2⇡
h1, d00d0 log k1k2

hoi = deg
an
(O, ho)�

X

x

�x,

and thus deg
an
(O, ho) =

P
x
�x.

Let us set f = log k1kh � log k1kho . It is supported on the union of discs �
⇤
R
(x),

where x is a puncture. Then, as above, (6.4.6 ⇤) implies that for each puncture x,
limt!0 |f(t)|/L(t) = 0. On the other hand, we have seen that d

00
d
0
f|X⇤ is L

1

loc
on X,

so that deg
an
(O, h) is well-defined. The assumptions of Exercise 6.9 are thus fulfilled

and we conclude that the current d
00
d
0
f is L

1

loc
on X. Furthermore,

i

2⇡
d
00
d
0
log k1kh = ⌘ +

i

2⇡
d
00
d
0
f �

X

x

�x�x

as currents on X, where the first two terms of the right-hand side are L
1

loc
on X.

Since Z

X⇤
d
00
d
0
f =

Z

X

d
00
d
0
f = h1, d00d0fi = 0,

we find deg
an
(O, h) = deg

an
(O, ho) =

P
x
�x, as wanted.

Proof of the semi-simplicity theorem 6.4.1. We argue by induction on the rank of H, the
case of rank 1 being clear. We first emphasize that we can apply Proposition 6.4.5
to (H, h, D): indeed, the dual Hermitian bundle with connection (H, h, D)

_ is also
harmonic, so that Theorem 6.3.2(1) applies to both (H, h, D) and its dual.

Let (H1, D) be a flat subbundle of (H, D), that we equip with the Hermitian metric
h1 induced by h. Proving that (H1, h1, D) is a direct summand amounts to proving
that the h-orthogonal projection ⇡ : H ! H1 is compatible with D. However, in
order to apply Theorem 6.4.1 by induction on the rank, we also need to prove that
(H1, h1, D) is a nilpotent harmonic bundle. Considering ⇡ as a section of the nilpotent
harmonic bundle (End H, h, D) (see Exercise 6.11), we are thus left with proving

(1) D(⇡) = 0,
(2) ✓(⇡) = 0.

We first claim that the second property is a consequence of the first one. By (1),
⇡ is a flat section of End V which preserves the metric, hence the filtration V•

mod
,

and satisfies thus the hypotheses in Lemma 6.3.12. It follows that k⇡k2
h

is bounded.
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Furthermore, according to Remark 6.3.36(b), the function k✓0(⇡)k2
h
+k✓00(⇡)k2

h
is L1

loc

on X with integral equal to zero, since X is compact and h1,�k⇡k2
h
i = 0. Therefore,

k✓0(⇡)k2
h
+ k✓00(⇡)k2

h
= 0, as claimed.

Let us prove (1), that is, D(⇡) = 0. We set (V1,r) = KerD
00. Let us denote by h1

the metric on V1 to avoid confusion, and let Rh1
denote the corresponding curvature.

6.4.7. Lemma. With the previous notation we have, denoting by k•k2
HS

the Hilbert-
Schmidt norm,

trRh1
=

i

2
kD(⇡)k2

HS
vol .

By Corollary 6.3.31 and Proposition 6.4.5, we have deg
an
(V1, h1) = 0. On the

other hand, the above lemma yields

deg
an
(V1, h1) = �

1

4⇡

Z

X

kD(⇡)k2
HS

vol,

hence D(⇡) = 0, and this concludes the proof of the theorem.

Proof of Lemma 6.4.7. We will use the formulas in Exercises 4.4–4.11 to compute the
curvature of det(V1, h1). For any Hermitian holomorphic bundle with flat connection
(H, h, D), since dimX

⇤
= 1, we have

• D
00
h
(✓

0
) +D

0
h
(✓

00
) = �(✓0 ^ ✓00 + ✓

00 ^ ✓0),
• (D

c
)
2
= D

00
h
(✓

0
) +D

0
h
(✓

00
)� (✓

0 ^ ✓00 + ✓
00 ^ ✓0) = �2(✓0 ^ ✓00 + ✓

00 ^ ✓0),
• 4D2

= DD
c
+D

c
D � 2(✓

0 ^ ✓00 + ✓
00 ^ ✓0),

and the formula of Exercise 4.4(5) becomes

Rh = � 1

2
(DD

c
+D

c
D)� (✓

0 ^ ✓00 + ✓
00 ^ ✓0).

Taking trace, we obtain, since the trace of (✓0 ^ ✓00 + ✓
00 ^ ✓0) is zero,

trRh = � 1

2
tr(DD

c
+D

c
D).

Then Exercise 4.11(4) implies

trRh1
= � 1

2
tr(D(⇡)D

c
(⇡)) =

1

2
tr(D

c
(⇡)D(⇡)),

and this yields

trRh1
= (⇤ trRh1

) vol =
1

2
⇤ tr(D

c
(⇡)D(⇡)) vol .

Since ⇤ commutes with ⇡ and acts by 0 except on (1, 1)-forms with values in H,
we can write, according to Exercise 4.10(4),

⇤D
c
(⇡)D(⇡) = [[⇤, D

c
],⇡]D(⇡) = � iD

?
(⇡)D(⇡).

But ⇡ being obviously self-adjoint with respect to h, and recalling that f?
= f

⇤ for a
C1
X⇤ -linear morphism between Hermitian bundles, we deduce

D
?
(⇡) = [D

?
,⇡] = �[D,⇡]

?
= �[D,⇡]

⇤
= �D(⇡)

⇤
.

If kD(⇡)k2
HS

denotes the square of the Hilbert-Schmidt norm of the C1
X⇤ -linear mor-

phism D(⇡) : H ! E1

X
⌦H, i.e., kD(⇡)k2

HS
= tr(D(⇡)

⇤
D(⇡)), we finally obtain the

desired formula.
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6.5. Exercises

Exercise 6.1 (The structure of (V⇤,r)). Assume that (V⇤,r) has a regular singularity
at the origin of � and no other singularity.

(1) Show that (V⇤,r) is a successive extension of rank 1 meromorphic connections.
[Hint : Use a Jordan basis for R of V0

⇤/tV
0

⇤.]
(2) Assume that V has rank 1. Let v� be an O�-basis of V0

⇤ in which the matrix
of tr@t

is constant. Show that tr@t
v� = �v� with Re � 2 [0, 1). Identify Vr with the

subsheaf of ⇢⇤Oe�⇤ consisting of multiples of some (or any) branch of the multivalued
function t

�� , by sending ct
�� to ct

��
v� .

(3) For Re � 2 [0, 1) and p > 0, set J�,p = (O�[1/t]
p+1

,r), where the matrix ofr@t

in the canonical basis v�,p = (v�,0, . . . , v�,p) is given by tr@t
v�,k = �v�,k � v�,k�1 (so

that v�,p is a generating section with respect to tr@t
). Show that (V⇤,r) has a

decomposition

(6.5.1) (V⇤,r) '
L

�2[0,1)

hL
p

(J�,p,r)
i
.

[Hint : Use a Jordan decomposition for R.]
(4) Compute Kerr on V⇤ in terms of this decomposition.
(5) Show that there is no nonzero morphism J�1,p

! J�2,q
if �1 6= �2 2 [0, 1), and

conclude that the decomposition indexed by � above is unique.

Exercise 6.2. Show the following properties.

(1) V�+k

⇤ = t
kV�

⇤ for every k 2 Z.
(2) gr

�V⇤ can be identified with the generalized �-eigenspace of the residue of r
on V

[�]

⇤ /tV
[�]

⇤ .
(3) The map induced by r@t

sends gr
�V⇤ to gr

��1V⇤ and, if � 6= 0, it is an
isomorphism. [Hint : Use that the composition tr@t

: gr
�V⇤ ! gr

�V⇤ is identified
with the restriction of the residue of r on V

[�]

⇤ /tV
[�]

⇤ to its generalized �-eigenspace.]
(4) The map r@t

: V�

⇤ ! V��1

⇤ is onto (equivalently, tr@t
: V�

⇤ ! V�

⇤ is onto)
provided that � > 0. [Hint : Reduce to the case where V⇤ has rank 1 by using
Exercise 6.1 and has a basis v� which satisfies tr@t

v� = �v� for some � 2 [0, 1), and
show that V�+k

⇤ = t
kO�v� for k 2 Z.]

(5) With respect to a decomposition of (V⇤,r) as in Exercise 6.1(3), show that,
for � 2 [0, 1), we have, for k 2 Z,

V�+k

⇤ =
L

i, �i>�

t
kO� · v�i,pi

�
L

i, �i<�

t
k+1O� · v�i,pi

.

(6) The subsheaf
P

j>0
(r@t

)
jV�

⇤ of V⇤ is an O�-module equipped with a connec-
tion r, and

• does not depend on � > �1, or on � 6 �1,
• in the latter case, it is equal to V⇤,
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• in the former case, we call it the middle extension of (V,r) and denote
it by Vmid; then r@t

: Vmid ! Vmid is onto and has kernel equal to the sheaf
j⇤(V

r
).

Exercise 6.3 (Local freeness and subbundles). Let F be a rank two free bundle on �,
with basis f1, f2. Let E ⇢ j

⇤
F be the subbundle on �

⇤ with basis e = exp(1/t)f1+f2.
Show that j⇤E \F is not locally free. [Hint : Show that the germ (j⇤E \F )0 consists
of sections a(t)e, with a(t) holomorphic on some punctured neighbourhood of 0 in �,
such that both a(t) and exp(1/t)a(t) belong to C{t}; conclude that (j⇤E \ F )0 = 0.]

Exercise 6.4. Prove the result of Theorem 6.3.2 in the unitary case of Example 6.3.1.

Exercise 6.5. Show the following identities on �
⇤ for the function L(t) = � log |t|2 =

� log tt:

(6.5⇤)
L(t)

±H/2
YL(t)

⌥H/2
= L(t)

⌥1
Y, L(t)

±H/2
XL(t)

⌥H/2
= L(t)

±1
X

L(t)
±H/2

e
Y
L(t)

⌥H/2
= e

L(t)
⌥1

Y
, L(t)

±H/2
e
X
L(t)

⌥H/2
= e

L(t)
±1

X

[Hint : Use Exercise 3.1(1)] and

(6.5⇤⇤)
� t@tL(t)

k
/k! = �t@

t
L(t)

k
/k! = L(t)

k�1
/(k � 1)! (k > 0),

L(t)
H/2

t
@

@t

�
L(t)

�H/2
�
= L(t)

H/2
t
@

@t

�
L(t)

�H/2
�
=

H/2

L(t)
.

Exercise 6.6. Let R 2 (0, 1), let � 2 R and ` 2 Z. Show that the integral
Z

R

0

r
2�
L(r)

`
dr

r

is finite iff � > 0 or � = 0 and ` 6 �2 (recall that L(r) := 2 |log r| = �2 log r).
Conclude that the function t 7! |t|�2

L(t)
�2 is L1

loc
near the origin. [Hint : Recall that

the volume form in polar coordinates is a multiple of rdrd✓.]

Exercise 6.7 (Subharmonic functions). Let R 2 (0, 1) and let �
⇤
R

be the punctured
open disc of radius R. Let f be a continuous subharmonic function on �

⇤
R
.

(1) Assume that lim sup
t!0

f(t)/L(t) 6 0. Show that f 6 sup
@�

R0 f(t) on �
⇤
R0 .

[Hint : Reduce first to the case where sup
@�

R0 f(t) = 0 by considering f�sup
@�

R0 f(t).
Then, prove that, for any " > 0, f(t) � "L(t) 6 0 on �

⇤
R0 by showing first that

lim sup
t!0

(f(t) � "L(t)) 6 0 and by applying the maximum principle on �
⇤
R0 for

subharmonic functions, i.e., if g is subharmonic on �
⇤
R0 and if for any to 2 {0}[@�R0

it satisfies lim sup
t!to

g(t) 6 0, then g 6 0 on �
⇤
R0 .]

(2) Assume that, for any " > 0, there exists C" > 0 satisfying f(t) 6 logC"+"L(t)

on �
⇤
R0 . Prove that f 6 sup

@�
R0 f(t) on �

⇤
R0 . [Hint : Show that f satisfies the

assumptions in (1).]

Exercise 6.8 (Proof of Lemma 6.3.33). In this exercise, �, resp. �⇤, denotes the
open disc, resp. the punctured open disc, of radius 1 with coordinate ⌧ , resp. t, and
⇢ : �! �

⇤ is the model of a universal covering defined by ⇢(⌧)=exp(i(1+⌧)/(1�⌧)).
The Poincaré metric on �, resp. �⇤, has volume form vol� = (1 � |⌧ |2)�2|d⌧ d⌧ |,
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resp. vol�⇤ = (|t|L(t))�2|dt dt|. Furthermore, ⇢⇤ vol�⇤ = vol�. Let �⌧ = 4@⌧@⌧ ,
resp. �t = 4@t@t, be the corresponding Laplacians. Let f : �

⇤ ! R+ be a C
2 func-

tion satisfying the assumptions of Lemma 6.3.33. We first transfer the assumption
on �

⇤ to an assumption on �.

(1) For R 2 (0, 1], set vR(⌧) = R
2
/(R � |⌧ |2)2 on the open disc �R. Show that

�⌧ log vR = 4vR and v1|�R
6 vR.

(2) Express the equality ⇢⇤ vol�⇤ = vol� as (|⇢(⌧)|| log ⇢(⌧)|)�2
= v1 · |⇢0(⌧)|�2.

(3) Set g(⌧) = f � ⇢(⌧) · |⇢0(⌧)|2. Prove that the nonnegative real function g

satisfies �⌧ log g(⌧) > 4g(⌧). [Hint : Show that for a C
2 function h(t), �⌧ (h � ⇢) =

(�th) � ⇢ · |⇢0(⌧)|2.]
(4) Let U(R) ⇢ �R be the open set where g(⌧) > vR(⌧). Show that log(g/vR) is

subharmonic on U(R). [Hint : Use that U(R) ⇢ U(1).]
(5) Show that @U(R) \ @�R = ?. Deduce that U(R) = ?. [Hint : Use that

log(g/vR) = 0 on @U(R) and the maximum principle.]
(6) Conclude that g 6 vR on �R and the proof of Lemma 6.3.33. [Hint : Pass to

the limit R! 1.]

Exercise 6.9. Let R 2 (0, 1) and �
⇤
R

be as in Exercise 6.7. Let f be a C
2 function

on �
⇤
R

such that limt!0 |f(t)|/L(t) = 0 (in particular, f is L
1

loc
on �R). We consider

the Laplace operator �t = 4@t@t. Then �tf is a distribution on �R and �t(f|�⇤
R
)

is a continuous function on �
⇤
R
. The aim of this exercise is to prove that if ⌘ :=

�t(f|�⇤
R
) is L

1

loc
on �R, then �tf = ⌘ as distributions on �R, i.e., �tf does not

have components supported at the origin.

(1) Let  : R+ ! [0, 1] be decreasing a C
1 function such that  (r) = 1 for

r 2 [0, 1/2] and  ⌘ 0 for r > 1. For any N > 0, set

 N (r) = N (re
N
) + L(r)(1�  (reN )).

Show the following properties of the C
1 function  N on (0, 1):

(a) 0 6  N (r) 6 min(N + log 2,L(r)) and  N (r) ⌘ N if L(r) > N + log 2,
(b)  N (t)! L(r) and  N (r)/N ! 0 pointwise when N !1,
(c) setting �t N (r) = @

2

r
 N (r) and @t N (r) = @

t
 N (r) =

1

2
@r N (r), show

that the functions �t N , @t N , @
t
 N are supported on the set

{r | L(r) 6 N + log 2} ⇢ {r | L(r) 6 2N},

and Z

�R

|@t N (r)| vol,
Z

�R

|@
t
 N (r)| vol,

Z

�R

| N (r)| vol

are bounded by a constant independent of N .
(2) Let � 2 C

1
c
(�R) be a test function. Show that
Z

�
⇤
R

f�t[(1�  N/N)�] vol ����!
N!1

Z

�
⇤
R

f�t� vol
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by showing first Z

�
⇤
R

f(1�  N/N)�t� vol ����!
N!1

Z

�
⇤
R

f�t� vol .

[Hint : Use that |f | |�t N |/N 6 2(|f |/L(r))|�t N | and similarly with @r N .]
(3) Using that (1�  N/N)� is a test function on �

⇤
R
, show that

Z

�
⇤
R

f�t[(1�  N/N)�] vol =

Z

�
⇤
R

⌘(t)[(1�  N/N)�] vol ����!
N!1

Z

�
⇤
R

⌘(t)�(t) vol,

and conclude.

Exercise 6.10. Same setting as in Exercise 6.9. Prove that if there exists ⌘ 2 L
1

loc
(�R)

such that �t(f|�⇤
R
) > ⌘|�⇤

R
, then the distribution �tf on �R is in fact L

1

loc
, i.e.,

�t(f|�⇤
R
) is L

1

loc
on �R and coincide with �tf as distributions.

(1) Prove that �tf > ⌘ as distributions on �R, i.e., for any nonnegative test
function � on �R,

h�tf,�i >
Z

�
⇤
R

⌘ · � vol .

[Hint : Keep 6.9(1) and (2) as they are with a nonnegative �, and in (3) replace the
equality with an inequality.]

(2) Deduce that the distribution �tf � ⌘, hence also �tf , is the sum of a L
1

loc

function on �R and a multiple of the Dirac mass at the origin. [Hint : Use [Hör03,
Th. 2.1.7] and the theorem of Radon-Nikodym.]

(3) Apply Exercise 6.9 to conclude.

Exercise 6.11. Let (H1, D1, h1) and (H2, D2, h2) be nilpotent harmonic bundles. Show
that (H1⌦H2, D, h) and Hom(H1,H2), D, h) are also nilpotent. [Hint : Use Exercise
4.8.]

Exercise 6.12. Let E be a finite dimensional C-vector space with a Hermitian metric h

and a nilpotent endomorphism ✓
0
0
.

(1) Show that there exists a h-orthonormal basis " of E in which the matrix A

of ✓0
0

is strictly upper triangular.
(2) Let ✓00

0
be the h-adjoint of ✓0

0
, with matrix t

A. Show that there exists a positive
constant c depending only on dimE such that k[A,

t
A]k > ckAk2. [Hint : By homo-

geneity and compactness of the sphere kAk = 1, it is enough to show that the function
A 7! k[A,

t
A]k (A strictly upper triangular) does not vanish on the sphere; use then

that the only normal and nilpotent matrix is the zero matrix.]

6.6. Comments

The fundamental work of Griffiths on the period mapping attached to a polarized
variation of Hodge structure (see [Gri70b, Del71c] and the references therein) leads
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to the analysis of degenerations of such variations, which was achieved in the funda-
mental article of Schmid [Sch73] (see also [GS75] and the references therein). The-
orems 6.3.2(1) and 6.3.5, together with Theorems 6.7.3 and 6.8.7 are due to Schmid
in loc. cit., and Theorem 6.3.2(2) is due to Borel (see [Sch73, Lem. 4.5]).

While Schmid’s theory focuses on variations having unipotent local monodromies,
it is well-known that the results can be extended to the case of quasi-unipotent local
monodromies. The more general case treated here of local monodromies whose eigen-
values have absolute value equal to 1 is known to be a consequence of the methods of
Schmid (see [Del87, §1.11]).

The idea of focusing on the harmonic aspect of the theory is due to Simpson
[Sim88, Sim90]. A similar approach is considered in [S-Sch22], with a more precise
estimate on constants involved, that can prove useful in higher dimensions. The
proof of the semi-simplicity theorem 6.4.1 given here, in the framework of nilpotent
harmonic bundles, is due to Simpson. The idea of considering the analytic degree
deg

an is instrumental in his proof of stability of general harmonic flat bundles.



CHAPTER 6

VARIATIONS OF HODGE STRUCTURE ON CURVES
PART 2: LIMITING HODGE PROPERTIES

Summary. We keep the local setting of Part 1. We state the fundamental
theorems of Schmid concerning the limiting behavior of the Hodge filtration and
give an idea of the proof, together with the example of the Deligne harmonic
model.

6.7. The holomorphic Hodge filtration

We keep the setting of Section 6.3 and we assume (as justified by Theorem 6.3.2(2))
that the eigenvalues of the monodromy have absolute value equal to 1. We wish to
extend the filtration F

•V as a filtration F
•V⇤ by sub-bundles satisfying the Griffiths

transversality property with respect to the meromorphic connectionr. A first natural
choice would be to set

F
pV⇤ := j⇤F

pH \ V⇤,

where j : �
⇤
,! � denotes the inclusion. This choice can lead to a non-coherent

O�-module: for example, if p ⌧ 0, we have F
pV = V and we would get F

pV⇤ = V⇤,
which is not O�-coherent. Since we have at our disposal the locally free O�-modules
V�

⇤ for any � 2 R, it may be more clever to consider, for any such �,

(6.7.1) F
pV�

⇤ := j⇤F
pH \ V�

⇤ ,

where the intersection is taken in j⇤V. The main question to address is whether
these sheaves are O�-coherent. If so, being torsion free, they would be O�-locally
free. Furthermore, we may wonder whether the filtration F

•V�

⇤ of V�

⇤ which clearly
satisfies F pV�

⇤ = 0 for p� 0 and F
pV�

⇤ = V�

⇤ for p⌧ 0) is a filtration by sub-bundles,
i.e., whether the quotients F

pV�

⇤/F
p+1V�

⇤ are locally free for any p 2 Z.
According to Theorem 6.3.2, we can interpret sections of F pV�

⇤ on � as being the
sections of F pV on �

⇤ whose h-norm on any punctured closed sub-disc (�0)⇤ (�0 ⇢ �)
is bounded by C"|t|��" for any " > 0 and some C" > 0. Let us already notice:
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6.7.2. Lemma.
(1) For k > 0 and any � 2 R, we have

F
pV�+k

⇤ = t
k
F

pV�

⇤ .

(2) The following properties are equivalent:
(a) there exists � 2 R such that, for any p 2 Z, F pV�

⇤ is OX-coherent,
(b) for any � 2 R, the filtration F

•V�

⇤ of V�

⇤ is a filtration by sub-bundles.

Proof. The first point is clear since V�+k

⇤ = t
kV�

⇤ , as well as the implication (2b))(2a).
Let us show (2a) =) (2b). Let � be such that F

pV�

⇤ is OX -coherent for any p and
let � in R. By the first point, any F

pV�+k

⇤ is OX -coherent, so we can assume that
� 6 �. Then F

pV�

⇤ = (F
pV�

⇤ ) \ V�

⇤ and, since both terms in the right-hand side are
coherent, so is their intersection.(1)

Moreover, by the coherence property and the first point, dim(gr
p

F
V�

⇤/gr
p

F
V�+1

⇤ ) >
rk gr

p

F
V for each p. Since the sum over p of both sides are equal (as V�

⇤ is locally free),
they are equal for each p, hence gr

p

F
V�

⇤ is locally free.

6.7.3. Theorem. For any � 2 R, the filtration F
pV�

⇤ is a filtration of V�

⇤ by sub-bundles.

Proof. According to Lemma 6.7.2, it is enough to prove that, for any p and any �, the
OX -module F

pV�

⇤ is coherent. Let us fix p. Since we already know that V�

⇤ =V�

mod

(Theorem 6.3.2), it is enough to show that the Hermitian holomorphic bundle
(F

pV, h), where h is the metric induced by h on V, is moderate. As noticed in Remark
6.2.7(1), some care has to be taken. Exercise 4.4(7) together with Simpson’s estimate
(Theorem 6.3.9) show that (F

pV, h) satisfies the criterion of Theorem 6.2.9 for each
p 2 Z. Therefore, (F pV, h) is moderate.

6.8. The limiting Hodge-Lefschetz structure

We will now describe the limiting Hodge-Lefschetz structure attached to a polarized
variation of C-Hodge structure (H, S) of weight w on �

⇤.

6.8.1. Convention. We use the simplified setting as in Proposition 5.2.16 and we now
write (H, S) as ((V,r, F •V), S) (see Definition 5.4.3, and 5.4.1 for S).

For every � 2 (�1, 0], we define the object gr
�
H as follows. We set

gr
�
(V,r, F •

V) = (gr
�V⇤, F

•
gr

�V⇤),

which is equipped with the nilpotent endomorphism N induced by the action of
�(t@t � �):

(gr
�V⇤, F

•
gr

�V⇤)
N��! (gr

�V⇤, F [�1]•gr�V⇤).

It remains to define the sesquilinear pairing gr
�S

(1)Indeed, the sum (F pV�

⇤ ) + V�

⇤ is clearly locally of finite type in V⇤, hence coherent. Then one
deduces the desired coherence from the isomorphism

⇥
(F pV�

⇤ ) + V�

⇤
⇤
/V�

⇤ ' (F pV�

⇤ )/(F
pV�

⇤ ) \ V�

⇤ .
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6.8.a. Behaviour of sesquilinear pairings. We will make explicit the behaviour
of sesquilinear pairings (see Definition 4.1.2) with respect to the functor (V,r) 7!
(Ho

,T) of Theorem 6.2.4. We assume in this section that the eigenvalues of the
residue of r are real, that is, each matrix D� occurring in Corollary 6.2.5 is equal
to zero. This is justified by Theorem 6.3.2(2).

We keep the notation of Exercise 6.1(3), but we choose the indices in (�1, 0] instead
of [0, 1). Let �0

,�
00 2 (�1, 0] and let s : J�0,p|�⇤ ⌦ J�00,q|�⇤ ! C1

�⇤ be a sesquilinear
pairing as in Definition 5.4.1. We denote by v

0
�0,p (resp. v00

�00,q) the basis considered
in Exercise 6.1. Recall Notation 6.2.8. The compatibility of s with the connection
enables us to simplify its expression.

6.8.2. Lemma. For i = 0, . . . , p and j = 0, . . . , q, there exist complex numbers ck(i, j)

such that

(6.8.2 ⇤) s(v
0
�0,i, v

00
�00,j) =

(
0 if �0 6= �

00
,

|t|2�
Pmin(i,j)

k=0
ck(i, j) L(t)

k
/k! if �0

= �
00
=: �.

Proof. Let us first assume that i = j = 0. If we restrict on an open sector cen-
tered at the origin on which t

�
0

and t
�
00

are univalued holomorphic functions, then
s(t

��
0
v
0
�0,0, t

��00
v
00
�00,0) is constant since it is annihilated by @t and @

t
. Therefore,

s(v
0
�0,0, v

00
�00,0) = ct

�
00
t
�
0

on such a sector. But s(v
0
�0,0, v

00
�00,0) is a C

1 function on
the whole �

⇤, hence �
0 � �

00 2 Z unless s(v
0
�0,0, v

00
�00,0) = 0. Since we assume

�
0
,�

00 2 (�1, 0], we obtain the assertion in this case.
In general, we argue similarly by using that, if ⌘ 2 C

1
(�

⇤
) satisfies (t@t)

i+1
⌘ =

(t@
t
)
j+1

⌘ = 0, then ⌘ =
Pmin(i,j)

k=0
ckL(t)

k
/k!.

We conclude that any sesquilinear pairing s : J�0,p|�⇤ ⌦ J�00,q|�⇤ ! C1
�⇤ is zero if

�
0 6= �

00, and we are reduced to considering sesquilinear pairings

s : J�,p|�⇤ ⌦ J�,q|�⇤ �! C1
�⇤ .

Let us notice that, due to the explicit expression of s, we have

s(v
0
, t@tv

00) = s(t@tv
0
, v00).

We still denote by v
0
�,p

(resp. v00
�,q

) the basis induced on gr
�J0

�,p
= O�v

0
�,p

/tO�v
0
�,p

(resp. gr�J00
�,q

). We define gr
�
s by the formula

(6.8.3) (gr
�
s)(v

0
�,i

, v
00
�,j

) = c0(i, j).

We conclude from the previous remark that (gr�s)(v0,Nv00) = (gr
�
s)(Nv

0
, v00) (with N

induced by �(t@t � �)), that is, N is self-adjoint with respect to gr
�
s.

We can now define the pairing gr
�
s : gr

�V⇤ ⌦C gr�V⇤ ! C by using the decompo-
sition (6.5.1) for (V⇤,r) and by applying (6.8.3) to each pair of terms corresponding
to the same � 2 (�1, 0]. This can also be obtained by a residue formula, without
explicitly referring to such a decomposition and showing also the independence with
respect to it (see Exercise 6.13). We can regard gr

�
s as a morphism of Lefschetz pairs

(6.8.4) gr
�
s : (gr

�V⇤, 2⇡iN) �! (gr
�V⇤, 2⇡iN)

⇤
,

as 2⇡iN is skew-adjoint with respect to s.
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We note that the coefficients c0(i, j) (for i, j varying) determine all the coefficients
ck(i, j) (0 6 k 6 min(i, j)). Indeed, if i > 1 we find, by compatibility of s with r,

|t|2�
min(i,j)X

k=1

ck(i, j)
L(t)

k�1

(k � 1)!
= �(t@t � �)s(v0�,i, v00�,j)

= s(v
0
�,i�1

, v
00
�,j

) = |t|2�
min(i�1,j)X

k=0

ck(i� 1, j)
L(t)

k

k!
,

hence ck(i, j) = ck�1(i � 1, j) for k > 1. In such a way one reconstructs s from the
sesquilinear pairings gr

�
s by means of (6.8.2 ⇤).

6.8.5. Lemma. The pairing gr
�
s induces a pairing gr

M

• gr
�V⇤⌦CgrM�•gr

�V⇤ ! C, which
is non-degenerate if and only if s is non-degenerate.

Proof. Being a morphism of Lefschetz pairs, gr
�
s is therefore compatible with the

monodromy filtrations (see Section 3.3.a). For the second assertion, we can assume
that only terms J�,p (with the same � 2 (�1, 0]) occur in the decomposition (6.5.1).
Note that grMgr

�
s is an isomorphism if and only if gr�s is so (Exercise 3.8). In order

to conclude, we can now interpret Lemma 6.8.2 as giving an asymptotic expansion of s
when |t|! 0, and (6.8.3) as taking its dominant part. We then clearly obtain that s is
non-degenerate near the origin if and only if gr�s is non-degenerate. The equivalence
with non-degeneracy on the whole disk follows then from Remark 5.4.2.

6.8.6. Example (A symbolic identity). Let ⌘ 2 C
1
c
(�) be any test function. Arguing

as in Exercise 6.13(1), one shows that the function

F (s) =

Z

�

|t|2s�2
⌘(t) dt ^ dt

is holomorphic on the half-space Re s > 0 and extends as a meromorphic function on
the s-plane with a simple pole at s = 0. An integration by parts gives

(6.8.6 ⇤) F (s) =
1

s2

Z

�

|t|2s @t@t⌘(t) dt ^ dt =

Z

�

|t|2s � 1

s2
@t@t⌘(t) dt ^ dt,

[for the first equality, apply Stokes formula first to d(|t|2s⌘(t)dt/t) and then to
d(|t|2s@t⌘(t)dt); for the second one, apply Stokes formula to obtain the vanishing
of

R
�
@t@t⌘(t) dt ^ dt] and expanding with respect to s (taking into account that

|t|2s = e
�sL(t)) gives the residue:

Ress=0 F (s) = �
Z

�

L(t) @t@t⌘(t) dt ^ dt,

and the regular part Freg(s) := F (s)� 1

s
Ress=0 F (s) of F (s) writes

Freg(s) =

Z

�

|t|2s � 1

s
@t@t⌘(t) dt ^ dt.

Note that, by Exercise 6.13(1) and the residue interpretation, if � is a cut-off function,
we have Z

�

L(t) @t@t�(t) dt ^ dt = 2⇡i .
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Let N be a nilpotent element of some C-algebra. We identify |t|�2N with e
LtN,

which is a polynomial in L(t) with coefficients in this algebra. We are interested in
rewriting the symbolic expression

FN(s) :=

Z

�

|t|2s�2�2N
⌘(t) dt ^ dt =

1X

n=0

✓Z

�

L(t)
n

n!
|t|2s�2

⌘(t) dt ^ dt

◆
N

n

(which is in fact a finite sum) in a way that lets us analyze how it behaves near s = 0.
Formula (6.8.6 ⇤) becomes the symbolic identity

FN(s) =

Z

�

|t|2s�2N

(N� s)2
@t@t ⌘(t) dt ^ dt

=

Z

�

|t|2s�2N � 1

(N� s)2
@t@t ⌘(t) dt ^ dt.

(6.8.6 ⇤⇤)

It should be understood as an identity between two families of holomorphic functions
– namely the coefficients at N

p on both sides – on the half-space Re s > 0. Indeed,
writing for Re s large enough, we can write

d(|t|2s�2N
⌘dt/t) = (s�N)|t|2s�2N

⌘dt ^ dt+ |t|2s�2N
@t⌘dt ^ dt/t,

d(|t|2s�2N
@t⌘dt) = �|t|2s�2N

@
t
@t⌘dt ^ dt� (s�N)|t|2s�2N

@t⌘dt ^ dt/t.

Since integration on � of the left-hand terms yields zero as the forms have compact
support, we obtain the desired equality for Re s � 0, and it holds as an equality of
meromorphic functions by unique analytic continuation. The (matrix) function FN(s)

has a pole of higher order at s = 0, with residue equal to that of F (s) Id however,
and the regular part of FN(s) writes

FN,reg(s) =

Z

�

|t|2s�2N � 1

(N� s)
@t@t ⌘(t) dt ^ dt.

In particular, evaluating at s = 0 we find

FN,reg(0) =

Z

�

|t|�2N � 1

N
@t@t ⌘(t) dt ^ dt =

X

p>1

N
p�1

Z

�

L(t)
p

p!
@t@t ⌘(t) dt ^ dt.

6.8.b. The limiting Hodge-Lefschetz structure. We continue with Convention
6.8.1. In order to obtain a Hodge-Lefschetz structure, we use the sesquilinear pairing
gr

�S : gr
�V⇤ ⌦C gr�V⇤ ! C defined by (6.8.3) (see also Exercise 6.13).

6.8.7. Theorem. Let (H, S) be a polarized variation of C-Hodge structure of weight w
on �

⇤. Then for every � 2 (�1, 0], the data

(gr
�
H,N, gr

�
S)

form a polarized Hodge-Lefschetz structure with central weight w (Definitions 3.4.3
and 3.4.14).

We will not give a proof of this theorem and refer to [S-Sch22] for a proof of it,
by means of the analysis of the period mapping. We will content ourselves with
illustrating it on the model of Section 6.3.c (from which we keep the notation), that
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we enrich with a Hodge filtration. So we start from a polarized sl2-Hodge structure
(H

o
,N, S

o
) with central weight w 2 Z, so that S

o and h
o are related by (see Defini-

tion 3.2.7(2))
h
o
(u

o
, vo) = S

o
(wu

o
,Co

D
vo).

Recall that, since X,Y are of type (�1,�1), they anti-commute with C
o

D
, while H

commutes with C
o

D
. Let us now examine the commutation of w with C

o

D
. Let us

consider the modified Weil operator C
abs

D
on H

o obtained by removing in CD the
dependence in ` but keeping the dependence in p, that is, by setting

(6.8.8) C
abs

D
= (�1)w�p

= (�1)`Co

D
on (H

o

`
)
p,w+`�p

for any ` 2 Z. Since w sends (H
o

`
)
p�`,w�p to (H

o

�`
)
p,w+`�p, we have

C
o

D
w = wC

abs

D
.

We can then express the metric h(x, y) := S(wx,Co
D
y) as (see Exercise 3.1(6))

h(x, y) = S(x,wCo
D
y) = S(x,Cabs

D
wy).

Let Cabs

H
and w be the matrices of Cabs

D
and w in the orthonormal basis vo. Then the

matrix of So in this basis is
S
o
:= C

abs

H
·w,

since C
abs

H
is real (its entries are ±1 or 0), as well as the matrix w.

We consider the C
1 bundle H on �

⇤ with flat connection D as in Definition
6.3.16, that we equip with the metric h and orthonormal frame " as in Definition
6.3.20. It has a holomorphic frame v = 1 ⌦ v

o, which is now further decomposed as
(v

p
)p2Z, as well as the basis " defined by (6.3.18).
Since, for each p 2 Z, Y sends F p

H
o to F

p�1
H

o and X sends it to F
p+1

H
o, while H

preserves F
p
H

o, (6.3.19) now reads

(6.8.9) v
p

`,j
= |t|�L(t)`/2�j

h
"
p

`,j
+

P
k>1

c`,j,kL(t)
�k

"
p+k

`,j+k

i

We denote by Hp,w�p the C
1 bundle with basis "

p on �
⇤, giving rise to a de-

composition H =
L

p
Hp,w�p, and by F

pH the C
1 sub-bundle of H generated by

the sub-basis ("
p
0
)p0>p, equivalently (due to (6.8.9)), the sub-basis (v

p
0
)p0>p. This is

clearly a holomorphic sub-bundle, either because D00
v
p
= 0, or because the matrix M

00

does not decrease p. Then F
pV := KerD

00
V|FpH is the O�⇤ -submodule of V = O�⇤ · v

generated by the elements of vp
0

`,j
for p

0 > p and `, j arbitrary. Since V�

⇤ = O� · v,
we have F

pV�

⇤ = O� ·v>p, and the O�-coherence is clear. Moreover, by construction,
Griffiths transversality holds for F

•V�

⇤ and the filtration induced on gr
�V⇤ = Ho is

equal to F
pHo.

Let us now analyze the polarization. We define the sesquilinear form S on H by
the expected rule

S(•, •) = h(•, (CD)
�1•) = h(•,CD

•),

where h is the metric for which " is an orthonormal basis and CD is relative to the
decomposition H =

L
Hp,w�p. By definition, when restricted to any point x of �⇤,
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the sesquilinear form S is a polarization of the Hodge structure Hx. Furthermore, the
matrix of CD in the h-orthonormal frame " is equal to C

abs

H
, so the matrix of S in the

frame " is C
abs

H
.

6.8.10. Lemma. The sesquilinear form S is a polarization of the variation of Hodge
structure H on �

⇤ which satisfies gr
�S = S

o.

We thus find that (gr
�
H,N, gr

�S), being identified with (H
o
,N, S

o
), is a polarized

Hodge-Lefschetz structure with central weight w.

Proof. In order to prove that S is D-horizontal, let us first compute the matrix S of S
in the holomorphic basis v. According to (6.3.18) and Exercise 6.5, we find

S =
t
P� C

abs

H
P� = |t|2�L(t)H /2

e
Y
C
abs

H
e
X
L(t)

H /2

= C
abs

H
|t|2�L(t)H /2

e
�Y

e
X
L(t)

H /2

= C
abs

H
|t|2�L(t)H /2

e
�X

wL(t)
H /2

= C
abs

H
|t|2�e�L(t)X

L(t)
H /2

wL(t)
H /2

= C
abs

H
|t|2�e�L(t)X

w

= |t|2�eL(t)X C
abs

H
w = C

abs

H
w |t|2�eL(t)Y.

Recall (see (6.3.16 ⇤)) that v · t�� Id+Y is a horizontal basis of the connection, and the
matrix of S in this basis is, since the transpose of Y is X and both are real,

t
�� Id+X|t|2�eL(t)X Cabs

H
w t

�� Id+Y
= t

X
e
L(t)X

C
abs

H
t
Y
= t

X
C
abs

H
e
L(t)Y

t
Y
.

Horizontality of S follows thus from the identities:

t@t(t
X
e
L(t)X

) = 0 and t@
t
(e

L(t)Y
t
Y
) = 0.

In order to prove the second part of the lemma, let us show that the matrix of
gr

�S is equal to S
o. By Exercise 6.13 (items (2) and (1)) the matrix of gr�S in the

basis v
o is given by

Ress=���1

Z

C
|t|2s S �(t) i

2⇡
dt ^ dt

= Ress+�=�1

Z

C
|t|2(s+�)

C
abs

H
w e

L(t)Y
�(t)

i

2⇡
dt ^ dt

= Ress+�=�1

Z

C
|t|2(s+�)

C
abs

H
w �(t)

i

2⇡
dt ^ dt

= C
abs

H
w = S

o
.

6.9. Exercises

Exercise 6.13 (A residue formula for gr
�
s). Let �(t) be a C

1 function with compact
support on � which is ⌘ 1 near t = 0 (that we simply call a cut-off function near
t = 0). Assume that �(t) only depends on |t| (e.g. �(t) = e�(|t|2) where e� is C

1).
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(1) Show that the function

s 7�! (s+ 1)

Z

C
|t|2s�(t) i

2⇡
dt ^ dt

is holomorphic for Re s > �1 and extends as an entire function. Show that

Ress=�1

Z

C
|t|2s�(t) i

2⇡
dt ^ dt = 1.

[Hint : By expressing the integrand with respect to the real variables x, y with
t = x+ i y, check the sign of the left-hand side; then compute with polar coordinates
up to sign.]

(2) By differentiating k times for Re s > �1, show that
Z

C
|t|2s L(t)

k

k!
�(t)

i

2⇡
dt ^ dt =

(�1)k

(s+ 1)k+1
+ Fk(s),

where Fk(s) is holomorphic for Re s > �1 and extends as an entire function. Conclude
that, for k > 1,

Ress=�1

Z

C
|t|2s L(t)

k

k!
�(t)

i

2⇡
dt ^ dt = 0.

(3) Let s : V0⌦V
00 ! C1

�⇤ be a sesquilinear pairing. For � 2 (�1, 0] and sections v0

of V0�
⇤ and v

00 of V00�
⇤ , with respective classes [v

0
] and [v

00
] in gr

�V0
⇤ and gr

�V00
⇤ , show

the formula

(gr
�
s)([v

0
], [v00]) = Ress=���1

Z

C
|t|2ss(v0, v00)�(t) i

2⇡
dt ^ dt.

[Hint : Argue (in a simpler way) as in Proposition 12.5.4.]

6.10. Comments

The idea of defining the limiting Hodge filtration by a formula like (6.7.1) goes back
to [Sai84], where M. Saito was inspired by the work of Steenbrink and Varchenko.
This idea was further developed in his subsequent works, abutting to [Sai88]. The
approach followed for the proof of Theorem 6.7.3 is that of Simpson [Sim88, Sim90],
which was then extended in higher dimension by T. Mochizuki [Moc11a, Chap. 21]
and revisited more recently by Deng [Den22]. In [S-Sch22], the results are obtained
by means of the analysis of the period mapping and its convergence properties, more
in the spirit of the fundamental work of Schmid [Sch73].



CHAPTER 6

VARIATIONS OF HODGE STRUCTURE ON CURVES
PART 3: THE HODGE-ZUCKER THEOREM

Summary. This part provides a proof of the Hodge-Zucker theorem 6.11.1. The
notion of middle extension of a local system appears as the topological analogue
of the L

2 extension of a Hermitian bundle with flat connection, and the main
results consist in the algebraic computation of the L

2 deRham and Dolbeault
complexes.

6.11. Introduction

Our aim in this part is to present the proof of the Hodge-Zucker theorem 6.11.1 on
a punctured compact Riemann surface, which is a Hodge theorem “with singularities”.
We mix the setting of Sections 4.2.c and 4.2.e, that is, we consider a polarized variation
of Hodge structure (H, S) of weight w on a punctured compact Riemann surface
X

⇤
,

j�! X.

6.11.1. Theorem (Hodge-Zucker). In such a case, the cohomology H
k
(X, j⇤H) carries

a natural polarized Hodge structure of weight w + k (k = 0, 1, 2).

The way of using L
2 cohomology is exactly the same as in Section 4.2.e, provided

that we replace D
0 and D

00 with D0 and D00. Then we are left with the corresponding
L
2 Poincaré and Dolbeault lemmas.
In any case, it is important to extend in some way the variation to the projective

curve in order to apply algebraic techniques. What kind of an object should we
expect on the projective curve? On the one hand, the theorems of Schmid enable us
to extend each step of the Hodge filtration as an algebraic bundle over the curve. On
the other hand, Zucker selects the interesting extension among all possible extensions
in order to obtain the Hodge-Zucker theorem. This is the middle extension (Vmid,r)
of the polarized variation of Hodge structure. This selection is suggested by the L

2

approach to the Hodge theorem. As in the previous parts of this chapter, we mainly
work in a neighbourhood � of a puncture.
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6.12. The holomorphic de Rham complexes

6.12.a. The meromorphic deRham complex. Let (V,r) be any holomor-
phic bundle with connection on �

⇤. Recall that the holomorphic de Rham com-
plex DR(V,r) is the complex

0 �! V
r���! ⌦

1

�⇤ ⌦ V �! 0,

whose cohomology is nonzero only in degree zero, with H
0
DR(V,r) = Hr

:= Kerr.
Assume now that (V⇤,r) is a meromorphic bundle with connection on �, having a

regular singularity at the origin and set V = V⇤|�⇤ . Let us consider the meromorphic
de Rham complex DR(V⇤,r), defined as the complex

0 �! V⇤
r���! ⌦

1

�
⌦ V⇤ �! 0.

Its restriction to �
⇤ coincides with DR(V,r), hence has nonzero cohomology in degree

zero only. In other words, H1
DR(V⇤,r) is a skyscraper sheaf supported at the origin,

and H
0
DR(V⇤,r) is some sheaf extension (across the origin) of the locally constant

sheaf Vr
:= Kerr. We will determine these sheaves.

One can filter the de Rham complex, so that each term of the filtration is a complex
whose terms are free O�-modules of finite rank: for every �, we set

(6.12.1) V
�
DR(V⇤,r) = {0 �! V�

⇤
r���! ⌦

1

�
⌦ V��1

⇤ �! 0}.

Since the action of t is invertible on V⇤, the latter complex is quasi-isomorphic to the
complex

V
�
DR(V⇤,r) = {0 �! V�

⇤
tr���! ⌦

1

�
⌦ V�

⇤ �! 0}.

6.12.2. Lemma (The de Rham complex of the canonical meromorphic extension)
The inclusion of complexes V

�
DR(V⇤,r) ,! DR(V⇤,r) is a quasi-isomorphism

provided � 6 0. Moreover, the germs at the origin of these complexes can be computed
as the complex of finite dimensional vector spaces

0 �! gr
0V⇤

t@t���! gr
0V⇤ �! 0.

As a consequence, the natural morphism (in the derived category)

DR(V⇤,r) �! Rj⇤j
�1

DR(V⇤,r) = Rj⇤ DR(V,r) ⇠ � Rj⇤V
r

is an isomorphism.

Proof. For the first statement, we notice that it is enough to check that for every
� 6 0 and any � < �, the inclusion of complexes V

�
DR(V⇤,r) ,! V

�
DR(V⇤,r) is

a quasi-isomorphism. This amounts to showing that the quotient complex

0 �! V�

⇤/V
�

⇤
@t���! V��1

⇤ /V��1

⇤ �! 0

is quasi-isomorphic to zero for such pairs (�, �), and an easy inductive argument
reduces to proving that, for every � < 0, the complex

0 �! gr
�V⇤

t@t���! gr
�V⇤ �! 0

is quasi-isomorphic to zero. The result is now easy since t@t�� is nilpotent on gr
�V⇤.
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For the second statement, we are reduced to proving that the germ at the origin
of the complex

0 �! V>0

⇤
t@t���! V>0

⇤ �! 0

is quasi-isomorphic to zero.(2)

Arguing as in Exercise 6.1, one can assume that V⇤ has rank 1, and has a basis v�

(� 2 [0, 1)) such that tr@t
v� = � · v� .

(1) If � 6= 0, then V>0

⇤ = V0

⇤ = O�v� and, setting O = O�,0, the result follows
from the property that (t@t + �) : O! O is an isomorphism (easily checked on series
expansions).

(2) If � = 0, then V>0

⇤ = tV0

⇤ = tO�v0, and the result follows from the property
that (t@t + 1) : O! O is an isomorphism, proved as above.

For the last statement, we first note that the morphism is functorial in (V⇤,r).
We can therefore reduce to the case of rank 1 by the argument of Exercise 6.1. If
� 6= 0, the isomorphism is obvious since both complexes are quasi-isomorphic to zero.
If � = 0, the isomorphism property is checked in a straightforward way.

6.12.b. The deRham complex of the middle extension. This de Rham com-
plex will be the main object for the Hodge-Zucker theorem 6.11.1. We first intro-
duce the middle extension (Vmid,r). We know that V⇤ is generated by V>�1

⇤ as an
O�(⇤0)-module (with connection). On the other hand, we define Vmid as the O�-sub-
module of V⇤ generated by V>�1

⇤ through the iterated action of r@t
(and not t

�1).
In other words,

(6.12.3) Vmid :=

X

j>0

(r@t
)
j V>�1

⇤ ⇢ V⇤.

(See Exercise 6.2(6).) The main properties of Vmid are developed in Exercise 6.14.
We now compute the de Rham complex of the middle extension (Vmid,r). For

� 2 R, let us denote by d�e = �[��] the smallest integer bigger than or equal to �.
We have � := � � d�e 2 (�1, 0]. We set, for any � 2 R (inductively if � 6 �1),

(6.12.4) V�

mid
=

8
>><

>>:

V�

⇤ if � > �1,
(r@t

)
k V�

⇤ + V>�

⇤ if � 6 �1,
with k = �d�e = [��], � = � � d�e,

where >� is the next �0 such that gr
�
0
V⇤ 6= 0. For � 6 �1, the formula also reads

(6.12.5) V�

⇤ = (r@t
)
k V�

⇤ +

k�1X

j=0

(r@t
)
j V>�1

⇤ .

For example, V�1

mid
= @tV

0

⇤ + V>�1

⇤ . We also set gr
�Vmid := V�

mid
/V>�

mid
. We note

that, by Exercise 6.14(4), gr�Vmid is naturally included in gr
�V⇤ for each � and is

preserved by the nilpotent endomorphism N.

(2)This is obviously not true away from the origin.
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6.12.6. Definition (The morphisms can and var). We define can : gr
0Vmid ! gr

�1Vmid

as the homomorphism induced by �@t and var : gr
�1Vmid!gr

0Vmid as that induced
by t, so that

var � can = N : gr
0Vmid �! gr

0Vmid and can � var = N : gr
�1Vmid �! gr

�1Vmid.

By the definition of Vmid, can is onto and var is injective. In other words, the corres-
ponding quiver (gr0Vmid, gr

�1Vmid, can, var) is a middle extension quiver, in the sense
of Definition 3.3.10.

In a way similar to (6.12.1), the complex DR(Vmid,r) is filtered by the subcom-
plexes V

�
DR(Vmid,r) whose terms are thus O�-free of finite rank.

6.12.7. Lemma (The de Rham complex of the middle extension)
The inclusion of complexes V

�
DR(Vmid,r) ,! DR(Vmid,r) is a quasi-iso-

morphism provided � 6 0. Moreover, the germs at the origin of these complexes can
be computed as the complex of finite dimensional vector spaces

0 �! gr
0Vmid

@t���! gr
�1Vmid �! 0.

As a consequence, H1
DR(Vmid,r) = 0 and the natural morphism

H
0
DR(Vmid,r) �! j⇤V

r

is an isomorphism.

Proof. For the first statement, we argue as in Lemma 6.12.2, together with Exercise
6.14(5). The second statement is obtained similarly by using Exercise 6.14(6). The
last statement follows then from that of Lemma 6.12.2.

In particular, since t : V�1

⇤ ! V0

⇤ is injective, it induces an isomorphism

(@tV
0

⇤ + V>�1

⇤ )
⇠�! (t@tV

0

⇤ + V>0

⇤ )

and we have

(6.12.8) {0! V0

⇤
t@t���! (t@tV

0

⇤ + V>0

⇤ )! 0} ' V
0
DR(Vmid,r)

⇠�! DR(Vmid,r).

We can refine the presentation (6.12.8) by using the lifted monodromy filtration
M•V

0

⇤. Indeed, the finite dimensional vector space gr
0V⇤ is equipped with the nilpo-

tent endomorphism induced by N = �t@t, hence is equipped with the corresponding
monodromy filtration M•gr

0V⇤ (see Lemma 3.3.1). We can then consider the lifted
monodromy filtration M`V

0

⇤ (see Definition 6.3.4).

6.12.9. Lemma. The complex DR(Vmid,r) is quasi-isomorphic to

{0 �! M0V
0

⇤
t@t���! M�2V

0

⇤ �! 0}.

Proof. Clearly, the complex in the lemma is a subcomplex of (6.12.8). Let us consider
the quotient complex. This is

(6.12.10) 0 �! (gr
0V⇤/M0gr

0V⇤)
t@t���! (image t@t/M�2gr

0V⇤) �! 0.
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Applying Lemma 3.3.7, we find that this complex is quasi-isomorphic to 0 (i.e., the
middle morphism is an isomorphism).

6.12.c. The holomorphic L
2 de Rham complex. The Hodge-Zucker theorem

6.11.1 relies on the L
2 computation of the hypercohomology of a de Rham complex,

since this L2 approach naturally furnishes a Hermitian form on the hypercohomology
spaces (see Section 4.2.e). In order to analyze the global L2 condition on a Riemann
surface, it is convenient to introduce it in a local way, in the form of an L

2 de Rham
complex. We will find in Theorem 6.12.15 the justification for focusing on the de Rham
complex of the middle extension.

Hermitian bundle and volume form. Assume that the holomorphic vector bundle V

on �
⇤ is equipped with a metric h (equivalently, the C

1 bundle H = C1
�⇤ ⌦O�⇤ V is

equipped with such a metric). If we fix a metric on the punctured disc, with volume
element vol, we can define the L

2-norm of a section v of V on an open set U ⇢ �
⇤ by

the formula

kvk2
2
=

Z

U

h(v, v) vol .

In order to be able to apply the techniques of Section 4.2.e, we choose a metric
on �

⇤ which is complete in the neighbourhood of the puncture. We will assume that,
near the puncture, the volume form is given by

(6.12.11) vol =
dx

2
+ dy

2

|t|2L(t)2 , with x = Re t, y = Im t, L(t) :=
��log |t|2

�� = � log tt.

Let us be more explicit concerning the Poincaré metric. Working in polar coordi-
nates t = re

i✓ and volume element d✓ dr/r, vol can also be written as

vol = L(r)
�2 · d✓ dr/r

and the metric on E1

�⇤ is given by

kdr/rk = kd✓k = L(r).

We thus get a characterization of the L
2 behaviour of forms near the puncture:

f 2 L
2
(vol)() |log r|�1

f 2 L
2
(d✓ dr/r);(6.12.12)

0

! = f dr/r + g d✓ 2 L
2
(vol)() f and g 2 L

2
(d✓ dr/r);(6.12.12)

1

⌘ = h d✓ dr/r 2 L
2
(vol)() |log r|h 2 L

2
(d✓ dr/r).(6.12.12)

2

For example, given a section ! ⌦ v of ⌦1

�⇤ ⌦ V on an open subset of �⇤, where ! is
written in polar coordinates as f dr/r+g d✓, its L2-norm with respect to the metric h

and the volume vol is

(6.12.13) k! ⌦ vk2
2
= kfvk2

2
+ kgvk2

2
.

On the other hand, by Exercise 6.6, we have

(6.12.14) r
� |log r|`/2 2 L

2
(d✓ dr/r) () � > 0 or (� = 0 and ` 6 �2).
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The holomorphic L
2 de Rham complex. We will consider the holomorphic L

2 deRham
complex

DR(V⇤,r)(2) = {0! V⇤(2)
r���! (⌦

1

�
⌦ V⇤)(2) ! 0},

which is the subcomplex of the meromorphic de Rham complex DR(V⇤,r) defined in
the following way:

• (⌦
1

�
⌦ V⇤)(2) is the subsheaf of ⌦1

�
⌦ V⇤ consisting of sections whose restriction

to �
⇤ is L

2 (with respect to the metric h on V and the volume vol on �
⇤),

• V⇤(2) is the subsheaf of V⇤ consisting of sections v whose restriction to �
⇤ is L

2

and such that rv belongs to (⌦
1

�
⌦ V⇤)(2) defined above.

Let us note that, by the very definition, we get a complex. The following theorem is
the first step toward an L

2 computation of j⇤Vr.

6.12.15. Theorem. If (V,r, h) underlies a polarized variation of C-Hodge structure,
we have (DRV⇤(2)) ' DRVmid = j⇤V

r.

Proof. We start by identifying the terms in degree one, since the L
2 condition is

simpler for them.

6.12.16. Lemma. We have (⌦
1

�
⌦ V⇤)(2) = (dt/t)⌦M�2V

0

⇤ and V⇤(2) = M0V
0

⇤.

Proof. Let v be a section of V⇤ such that (dt/t)⌦v is L2. Equivalently, both (dr/r)⌦v
and d✓⌦ v are L

2, that is, v is L
2, according to (6.12.12)

1
. If v is a section of M`V

�

⇤ ,
its norm behaves like r

�
L(r)

`/2 near the origin, and (6.12.14) implies that the L
2

condition is achieved iff � > 0 or � = 0 and ` 6 �2.
Similarly, one checks that the holomorphic sections of V which are L2 near the origin

are the sections of M0V
0

⇤, since one is led to test whether L(r)�1 kvk
h

is L2 or not. In
order to conclude that V⇤(2) = M0V

0

⇤, it is enough to check that t@t(M0V
0

⇤) ⇢ M�2V
0

⇤.
This immediately follows from the definition of the monodromy filtration M•.

This conclude the proof of Theorem 6.12.15, since DRVmid is expressed by the
formula of Lemma 6.12.9.

6.13. The L
2 de Rham complex and the L

2 Poincaré lemma

We take up the definitions of Section 4.2.d. The role of the complex manifold X

is played by �
⇤ with its Poincaré metric, which induces a metric on the sheaves of

C
1 differential forms on �

⇤, and the value of the L
2-norm of forms up to a positive

constant is given by the formulas (6.12.12).
Let H be a C

1 bundle H on �
⇤, equipped with a Hermitian metric h. Correspond-

ingly, the sheaf Ei

�⇤ ⌦H is equipped with a metric, and the L
2 norm of a section of

this sheaf is given by a formula like (6.12.13). The various L2 sheaves are thus defined
on �

⇤, and we can use the notion of L2-adapted basis (see Definition 4.2.21).
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6.13.1. Examples (of L2-adapted frames).
(1) The frame (dr/r, d✓) is an L

2-adapted frame of E1

�⇤ . If v is an L
2-adapted

frame of H, then (dr/r ⌦ v, d✓ ⌦ v) is an L
2-adapted frame of E1

�⇤ ⌦H.
(2) In the setting of the model of Section 6.3.c, the frame v is L2-adapted. Indeed,

the frame " · eX is L
2-adapted by 4.2.22(4), and v is obtained by a rescaling of the

latter, so 4.2.22(3) gives the assertion.

Let us group (with respect to � 2 (�1, 0]) the model frames of Section 6.3.c to
get a frame v = (v�)� of V>�1

⇤ and let v
o denote its restriction to V>�1

⇤ /tV>�1

⇤ .
It corresponds, via the canonical decomposition V>�1

⇤ /tV>�1

⇤ =
L

�>�1
gr

�V⇤, to
grouping of the bases v

o of Section 6.3.c.
Assume that (V⇤,r) underlies a polarized variation of Hodge structure (H, S)

on �
⇤. By Theorem 6.8.7, V>�1

⇤ /tV>�1

⇤ underlies a polarized Hodge-Lefschetz struc-
ture, and we can define on it the model basis v

o as above.

6.13.2. Proposition (A criterion for L
2-adaptedness). With these assumptions, let v

0

be any holomorphic frame of V>�1

⇤ such that its restriction to V>�1

⇤ /tV>�1

⇤ is equal
to v

o. Then v
0 is L

2-adapted with respect to the Hodge metric.

Proof. According to Theorem 6.3.11 and Lemma 4.2.22(2), we can replace the Hodge
metric by the model metric, that we still denote by h. Then the model frame v is
expressed as

v = " · eX Pdiag(t),

where now X denotes the diagonal bloc matrix with diagonal �-bloc corresponding to
that of Section 6.3.c, and similarly Pdiag has diagonal blocs P� . On the other hand,
we can write v

0
= v · (Id+tA(t)) for some holomorphic matrix A(t). Then

v
0
= " · eX Pdiag(t)(Id+tA(t)) = " · eX(Id+tPdiag AP

�1

diag
)Pdiag(t).

An entry of Pdiag AP
�1

diag
is obtained from the corresponding one of A by multiplying

it by a term of the form |t|�0��
L(t)

k/2 for some suitable �,�0 2 (�1, 0] and k 2 Z.
Since |�0 � �| < 1, it follows that Id+tPdiag AP

�1

diag
is bounded as well as its inverse

matrix, so that "·eX(Id+tPdiag AP
�1

diag
) is L2-adapted, according to Lemma 4.2.22(4).

Since v
0 is obtained from the latter by applying a rescaling, it is also L

2-adapted
(Lemma 4.2.22(3)).

The L2 sheaves L(2)(E
i

�⇤⌦H, h) can be extended as sheaves on � by the assignment
U 7! L

2
(U \�

⇤
,Ei

�⇤ ⌦H, h). We simply denote them by Li

(2)
(H, h).

Assume moreover that H is equipped with a flat connection

D = D
0
+D

00
: H �! E1

�⇤ ⌦H.

By flatness, the bundle V = KerD
00 equipped with the connection r induced by D

0 is
a holomorphic bundle with holomorphic connection on �

⇤. Moreover, H := KerD =

Vr
:= Kerr is a locally constant sheaf on �

⇤. The sheaf L(2)(H, h, D) on �
⇤

(see Definition 4.2.26) can similarly be extended as a sheaf on �. If U ⇢ � is an open
subset containing the origin, a section u 2 L

2
(U,H, h) belongs to �(U,L(2)(H, h, D))
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if its restriction to U\�⇤ belongs to �(U\�⇤
,L(2)(H, h, D)) and if Du 2 L

2
(U,H, h).

One can use the approximation lemma 4.2.24.
The L

2 de Rham complex (4.2.27) reads

(6.13.3) 0 �! L0

(2)
(H, h, D)

D���! L1

(2)
(H, h, D)

D���! L2

(2)
(H, h, D) �! 0,

where the upper index refers to the degree of forms, as a complex of sheaves on �.
Clearly, L2

(2)
(H, h, D) = L2

(2)
(H, h) since the latter condition is tautologically satis-

fied. When restricted to �
⇤ the L

2 Poincaré lemma 4.2.28 shows that the complex
(6.13.3) is a resolution of the locally constant sheaf H.

Without further conditions on (H, h, D), one cannot give much information on
(6.13.3) near the origin. The polarized Hodge property provides the formula we
expect.

6.13.4. Theorem (L2 Poincaré lemma). If (V,r, h) underlies a polarized variation of
C-Hodge structure, the natural inclusion of complexes (DRV⇤(2)) ,! L•

(2)
(H, h, D) is

a quasi-isomorphism. Equivalently (see Theorem 6.12.15),

(1) the L
2 complex L•

(2)
(H, h, D) has nonzero cohomology in degree zero at most,

(2) the inclusion j⇤H ' H
0
(DRV⇤(2)) ,! H

0L•
(2)

(H, h, D) is an isomorphism.

By Lemma 4.2.28, its suffices to prove the theorem for the germ of the L
2 de Rham

complex at the origin. The assertions amount then to

(1) H
0
(L•

(2)
(H, h, D)0) = (j⇤H)0,

(2) H
1
(L•

(2)
(H, h, D)0) and H

2
(L•

(2)
(H, h, D)0) are zero.

Applying the hypercohomology functor to Theorems 6.13.4 and 6.12.15, we obtain:

6.13.5. Theorem. Let j : X⇤
,! X be the inclusion of the complement of a finite set in

a compact Riemann surface X. If (V,r, h) underlies a polarized variation of C-Hodge
structure on X

⇤, the cohomology H
•
(X, j⇤V

r
) is equal to the L

2 cohomology of the
C

1-bundle with flat connection (H, D) associated with the holomorphic bundle (V,r),
the L

2 condition being taken with respect to the Hodge metric h on H and a complete
metric on X

⇤, locally equivalent near each puncture to the Poincaré metric.

The L
2 Poincaré pairing. For i, j > 0 with i + j = 2, we have a natural pairing of

sheaves

(6.13.6) Li

(2)
(H)⌦ Lj

(2)
(H) �! L2

(1)
(H),

where L2

(1)
(H) denotes the sheaf of L1

loc
2-forms (i.e., (1, 1)-forms) on X, which can

thus be integrated. This pairing is compatible with the differential, and induces
therefore a pairing of graded complexes, which in turn produces, by taking global
sections, a pairing on cohomology.
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Proof of Theorem 6.13.4: first reduction. We consider the decomposition (6.2.5 ⇤⇤) and
we work with the corresponding decomposition (6.3.28) of (H, D). According to
Theorem 6.3.11, we can replace the metric h with the model metric h

Del without
changing the L

2 de Rham complex. We now simply denote by h the model metric on
each H� . We thus have

(6.13.7) L
•
(2)

(H, h, D) '
L

�2(�1,0]

L
•
(2)

(H� , h, D).

The assertions (1) and (2) above can thus be shown for each H� separately. We notice
that, if � 6= 0, (1) is also a vanishing assertion.

Let us fix � 2 (�1, 0] and let us work with the model frame (v�,`)` of Section 6.3.c
(we now do not distinguish the components in the Lefschetz decomposition and set
v�,` = (v�,`0,j)`0�2j=` so that v

o

�,`
is a basis of grM

`
gr

�V⇤). We have seen in Example
6.13.1(2) that this frame is L

2-adapted. Denoting by H�,` the subbundle framed
by (v�,`), and setting M`H� =

L
`06`

H�,`0 that we equip with the induced metric,
L
2-adaptedness implies an exact sequence for each i

0 �! Li

(2)
(M`�1H� , h) �! Li

(2)
(M`H� , h) �! Li

(2)
(H�,`, h) �! 0.

On the other hand, since M`H� is preserved by the connection, we can equip H�,`

with the quotient connection by means of the identification with gr
M

`
H� , that is,

Dv�,` = �(dt/t)⌦ v�,`. We thus have an exact sequence

0 �! (M`�1H� , D) �! (M`H� , D) �! (H�,`, D) �! 0.

Then one checks that the sequence

0 �! Li

(2)
(M`�1H� , h, D) �! Li

(2)
(M`H� , h, D) �! Li

(2)
(H�,`, h, D) �! 0

is exact, leading to an exact sequence of complexes

0 �! L
•
(2)

(M`�1H� , h, D) �! L
•
(2)

(M`H� , h, D) �! L
•
(2)

(H�,`, h, D) �! 0.

We can thus regard L•
(2)

(M`H� , h, D) as defining an increasing filtration of the com-
plex L•

(2)
(H� , h, D) with associated graded complexes L•

(2)
(H�,`, h, D). Since this fil-

tration is finite, Hk
(L•

(2)
(H� , h, D)0) is the abutment of a spectral sequence with E1

term defined as (taking into account that M` is increasing, that we make decreasing
by setting M

p
= M�p)

(6.13.8) E
p,q

1
= H

p+q
(L

•
(2)

(H�,�p, h, D)0) =) H
p+q

(L
•
(2)

(H� , h, D)0).

We first aim at computing E
p,q

1
. The main tool will be Hardy’s inequalities.

Proof of Theorem 6.13.4: Hardy’s inequalities and an application. We will make use of
the following type of inequalities, called Hardy’s inequalities.

6.13.9. Theorem (L2 Hardy inequalities, see e.g. [OK90, Th. 1.14])
Let R be a real number in (0, 1) and let v, w be two functions (weights) on IR =

(0, R), which are measurable and almost everywhere positive and finite. Let f be a C
1
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function(3) on I. Then the following inequality holds between L
2 norms with respect

to the measure dr:
��f · w

��
2
6 C

��f 0 · v
��
2
,

with

C =

8
>>><

>>>:

sup
r2I

Z
R

r

w(⇢)
2
d⇢ ·

Z
r

0

v(⇢)
�2

d⇢ if lim
r!0+

f(r) = 0,

sup
r2I

Z
r

0

w(⇢)
2
d⇢ ·

Z
R

r

v(⇢)
�2

d⇢ if lim
r!R�

f(r) = 0.

6.13.10. Corollary. Let (b, k) 2 R ⇥ Z with (b, k) 6= (0, 1). Given g(r) continuous and
integrable on IR, let us set

f(r) =

8
>><

>>:

Z
r

0

g(⇢) d⇢ if b < 0 or if (k > 2 and b = 0),
Z

r

min(R,e�k/2b)

g(⇢) d⇢ if b > 0 or if (k 6 0 and b = 0).

(In the second case, we replace e
�k/2b with its limit +1 when b ! 0+.) Then there

exists a constant C = C(k, b) > 0 such that the following inequality holds (we consider
L
2
(IR; dr/r) norms)

��f(r) · rbL(r)k/2�1
��
2,dr/r

6 C
��g(r) · rbL(r)k/2�1 · rL(r)

��
2,dr/r

= C
��g(r) · rb+1

L(r)
k/2

��
2,dr/r

.

Moreover, for k fixed, there exists bo = bo(R) > 0 such that, for |b| > bo, the constant
C(k, b) can be chosen equal to 1.

The case where b = 0 and k = 1 is missing. This leads to the following definition,
where we are only interested in germs at the origin, so that R 2 (0, 1) can be arbitrary
small.

6.13.11. Definition. The “Hardy bad space” H is the quotient of the space of measurable
functions g on IR for some R 2 (0, 1) such that kg(r)·rL(r)1/2

��
2,dr/r

<1, modulo the
space of such g’s which can be realized (maybe with a smaller R) as the weak deriva-
tive f

0 of functions f which are L
1

loc
on IR and satisfy kf(r) · L(r)�1/2

��
2,dr/r

<1.

Proof of Corollary 6.13.10. We will choose the following weight functions with respect
to the measure dr:

w(r) = r
b�1/2

L(r)
k/2�1 and v(r) = r

b+1/2
L(r)

k/2
.

(3)A weaker property (absolute continuity on every closed subinterval) is sufficient.
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The case b > 0, and the case b = 0 with k 6 0.
(1) If b > 0 and R 6 e

�k/2b, i.e., k/2b 6 L(R), we set bo = |k|/2L(R) and we have

f(r) = �
Z

R

r

g(⇢) d⇢

and limr!R� f(r) = 0. We will show the finiteness of

sup

r2[0,R]

✓Z
r

0

⇢
2b�1

L(⇢)
k�2

d⇢ ·
Z

R

r

⇢
�2b�1

L(⇢)
�k

d⇢

◆
.

After the change of variable y = L(⇢) and setting x = L(r), we have to estimate

sup

x2(L(R),+1)

✓Z
+1

x

e
�2by

y
k
dy

y2
·
Z

x

L(R)

e
2by

y
�k

dy

◆
.

The function y 7! e
�2by

y
k is decreasing on (L(R),+1), hence the first integral is

bounded by e
�2bx

x
k�1, and the second one by e

2bx
x
�k

(x � L(R)), so the sup is
bounded by one. Hardy’s inequality holds with C = 1.

If k 6 0 and b = 0, the same argument applies and gives the same constant C = 1.
(2) Assume now b > 0 and k/2b > L(R) > 0, so that k > 1. We have

f(r) =

Z
r

e�k/2b

g(⇢) d⇢ and lim
r!0+

f(r) = 0.

We will show the finiteness of

sup

r2[0,R]

✓Z
R

r

⇢
2b�1

L(⇢)
k�2

d⇢ ·
Z

r

0

⇢
�2b�1

L(⇢)
�k

d⇢

◆
.

We decompose the argument following whether r 2 (0, e
�k/2b

) or r 2 (e
�k/2b

, R).
(a) If r 2 (0, e

�k/2b
), we can apply the same argument as in (1) after replacing

L(R) with k/2b, and we can therefore choose C = 1.
(b) If r 2 (e

�k/2b
, R), we want show the finiteness of

Z
x

L(R)

e
�2by

y
k
dy

y2
·
Z

k/2b

x

e
2by

y
�k

dy,

with x 2 (k/2b,+1). The function e
�2by

y
k is increasing, and the second integral

is bounded by e
k
(k/2b)

�k
(k/2b�x), hence by e

k
(k/2b)

�k+1. Similarly, the first
one is bounded by e

�2bx
x
k
(1/L(R)� 1/x) = e

�2bx
x
k�1

(x/L(R)� 1) which has
limit zero when x!1.

The case b < 0 and the case b = 0 with k > 2. If b < 0, we have

f(r) =

Z
r

0

g(⇢)d⇢ and lim
r!0+

f(r) = 0.

(1) We assume that e
(k�2)/2|b| > R, i.e., k > 2(1 � |b|L(R)), which is satisfied

in particular whenever k > 2. We also set bo = |2 � k|/L(R). Then the func-
tion e

�2by
y
k�2 is increasing on (L(R),+1). An upper bound of

Z
x

L(R)

e
�2by

y
k�2

dy ·
Z

+1

x

e
2by

y
2�k

dy

y2
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is given by

(x� L(R))e
�2bx

x
k�2 · e2bxx�k+2

x
�1

= (1� L(R)/x) 6 1.

The case when b = 0 and k > 2 can be treated in a similar way.
(2) If e(k�2)/2|b|

< R, i.e., k < 2(1 � |b|L(R)), the function e
�2by

y
k�2 is decreas-

ing on (L(R),+1). The first integral is bounded by e
2|b|L(R)

L(R)
k�2

(x � L(r)).
For the second one, we can choose " > 0 small enough such that e

2by
y
�k is

bounded by C"e
�2(|b|�")y on [L(R),+1) and we bound the second integral by

C"e
�2(|b|�")x

/2(|b|�"). Hence, the product of both integrals tends to 0 when
x! +1.

Proof of Theorem 6.13.4: computation of of the E1-term of the spectral sequence (6.13.8)
We will prove the following precise result as a consequence of Hardy’s inequalities.

6.13.12. Lemma.
(1) If � 6= 0, the cohomology spaces of L•

(2)
(H�,`, D)0 all vanish.

(2) If � = 0, the cohomology spaces of L•
(2)

(H0,`, D)0 are given by the following
formulas.

H
0
(L

•
(2)

(H0,`, D)0) =

(
Ho

0,`
if ` 6 0,

0 if ` > 1,

(6.13.12)
0

H
1
(L

•
(2)

(H0,`, D)0) =

8
>><

>>:

Ho

0,`
⌦ d✓ if ` 6 �2,

H⌦C Ho

0,2
⌦ (dr/r) if ` = 1,

0 otherwise,

(6.13.12)
1

H
2
(L

•
(2)

(H0,`, D)0) =

(
0 if ` 6= �1,
H⌦C Ho

0,0
⌦ ((dr/r) ^ d✓) if ` = �1.

(6.13.12)
2

Proof. Recall that H is introduced in Definition 6.13.11. Since D is diagonal with
respect to the frame v�,` of H�,`, and by L

2-adaptedness, we may, and will, assume
during the proof that H�,` has rank 1 with frame v�,`. We will use the following
lemma.

6.13.13. Lemma.
(1) Let f(r) 2 L

2
(IR, r

2�
L(r)

k
dr/r). Then there exists a sequence fm 2 C

0
(IR)

such that fm ! f in L
2
(IR, r

2�
L(r)

k
dr/r).

(2) Let f(r) 2 L
2
(IR, r

2�
L(r)

k
dr/r) be such that f 0

(r) 2 L
2
(IR, r

2�
L(r)

k+2
dr/r).

Then there exists a sequence fm 2 C
1
(IR) such that fm ! f in L

2
(IR, r

2�
L(r)

k
dr/r)

and f
0
m! f

0 in L
2
(IR, r

2�
L(r)

k+2
dr/r).

Computation of H0
(L•

(2)
(H�,`, D)0). If � 2 (�1, 0), there is no nonzero germ of hori-

zontal section of (j⇤L1

loc
⌦H�,`)0, a fortiori no nonzero L

2 section. Let us thus assume
� = 0, so that the connection is simply d. Then H

0
(j⇤L

1

loc
⌦H�,`)0 = Cv0,` and the
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question reduces to whether L(t)
�1 · L(t)`/2 2 L

2
(d✓ dr/r), according to (6.12.12)

0
.

In conclusion, due to (6.12.14),

H
0
(L

•
(2)

(H�,`, D)0) =

(
Cv0,` if � = 0 and ` 6 0,

0 if � 6= 0 or if (� = 0 and ` > 1).

Computation of H2
(L•

(2)
(H�,`, D)0). As a prelude to the Dolbeault case, we wish to

solve D(f(r, ✓)(dt/t) ⌦ v�,`) = ⌘ weakly, that is, t@
t
f = �h weakly, or equivalently

1

2
(r@r + i @✓)f = �h weakly on �

⇤
R

with R < 1 small enough, with f · (dt/t)⌦ v�,` in
�(�

⇤
R
,L1

(2)
(H�,`, D)).

Let us develop a section ⌘ = h(r, ✓)(dt/t) ^ (dt/t) of j⇤E2

�
⇤
R

in Fourier series, with
h(r, ✓) =

P
n2Z hn(r)e

in✓. The L
2 condition (6.12.12)

2
twisted by v�,` reads

X

n

khn(r) · r�L(r)1+`/2k2
2,dr/r

< +1.

Solving termwise the above differential equation amounts to solving in the weak sense

(6.13.14) (r
�n

fn(r))
0
= �2r�n�1

hn(r),

with fn(r) 2 L
1

loc
(IR) and

(6.13.15) kfn(r)r�L(r)`/2k2,dr/r 6 Ckhn(r) · r�L(r)1+`/2k2,dr/r

for each n and a constant C independent of n. According to Lemma 6.13.13(1), for n
fixed, we can choose a sequence hn,m 2 C

0
(IR) such that

hn,m �! hn in L
2
(IR, r

2�
L(r)

`+2
dr/r) when m �!1.

In particular, for m large, hn,m 2 L
2
(IR, r

2�
L(r)

`+2
dr/r). Assume that we have

solved (6.13.14) for hn,m with fn,m being C
1 on IR and satisfying (6.13.15) for a

constant C independent of n,m. Then, by arguing with Cauchy sequences, fn =

limm!1 fn,m exists in L
2
(IR, r

2�
L(r)

`
dr/r) and solves (6.13.14) for hn in the weak

sense.
According to Lemma 6.13.13, we can thus assume that hn is continuous on IR. Let

us set b = � + n. Due to Corollary 6.13.10 we can solve (6.13.14) with

kfn(r)r�L(r)`/2k2,dr/r 6 Ckhn(r) · r�L(r)1+`/2k2,dr/r
• for any `, if � 2 (�1, 0), or if � = 0 and n 6= 0,
• for ` 6= �1, if � = 0 and n = 0.

Notice that the constant C can be chosen independent of n since, for |n| large, i.e.,
|b| large, it can be chosen equal to 1. Therefore, we obtain the first line of (6.13.12)

2
,

as well as the second line by definition of H.

Computation of H1
(L•

(2)
(H�,`, D)0). As in the previous case, we start with !⌦ v�,` =

[fdr/r + gd✓]⌦ v�,` with f and g expanded as Fourier series with coefficients fn, gn

satisfying
X

n

kfn(r) · r�L(r)`/2k2,dr/r +
X

n

kgn(r) · r�L(r)`/2k2,dr/r < +1.
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The closedness of D(! ⌦ v�,`) reads (r@r + �)g = (@✓ + i�)f weakly, and we wish to
solve D(h⌦v�,`) = !⌦v�,` weakly, that is, (r@r+�)h = f and (@✓+ i�)h = g weakly,
with appropriate L

2 conditions. Written on the Fourier coefficients, the closedness
condition reads

rg
0
n
(r) + �gn(r) = i(n+ �)fn(r) weakly.

We look for hn such thatX

n

khn(r) · r�L(r)`/2�1k2,dr/r < +1

(rh
0
n
+ �hn) = fn, i(n+ �)hn = gn weakly.and

If n + � 6= 0, then hn is given by gn/i(n + �) and satisfies the left equation above,
by the integrability property. The only point is to bound khn(r) · r�L(r)`/2�1k2,dr/r.
We have

khn(r) · r�L(r)`/2�1k2,dr/r = |n+ �|�1kgn(r)L(r)�1 · r�L(r)`/2k2,dr/r
6 |n+ �|�1

L(R)
�1kgn(r) · r�L(r)`/2k2,dr/r,

so there exists C > 0 such that
X

n|n+� 6=0

khn(r) · r�L(r)`/2�1k2,dr/r 6 C

X

n|n+� 6=0

kgn(r) · r�L(r)`/2k2,dr/r.

If � 6= 0, there is no restriction on n and thus

H
1
(L

•
(2)

(H�,`, D)0) = 0 if � 6= 0.

If � = 0, any class in H
1
(L•

(2)
(H0,`, D)0) has a representative f0(r)(dr/r) + g0(r)d✓,

with g0(r) constant. This constant may be nonzero only if L(r)`/2 2 L
2
(IR, dr/r),

that is, ` 6 �2 (Exercise 6.6). On the other hand, we look for h0 such that h0
0
= r

�1
f0.

By the reasoning done for H
2, this equation has a solution if ` 6= 1. This concludes

the proof of (6.13.12)
1
.

End of the proof of Theorem 6.13.4: analysis of the spectral sequence. In the decompo-
sition (6.13.7), we immediately conclude by induction on ` from Lemma 6.13.12 that
L•

(2)
(H� , D)0 is quasi-isomorphic to 0 if � 6= 0. We are thus left with computing the

cohomology of L•
(2)

(H0, D)0, a complex which is filtered by L•
(2)

(H0,`, D)0. We will
analyze the spectral sequence (6.13.8) when � = 0, whose nonzero terms E

p,q

1
are

given by Lemma 6.13.12:

E
p,�p

1
= Ho

0,�p
for any p > 0,

E
p,1�p

1
= Ho

0,�p
⌦ d✓ for any p > 2,

E
�1,2

1
= H⌦Ho

0,1
⌦ (dr/r),

E
1,1

1
= H⌦Ho

0,�1
⌦ ((dr/r) ^ d✓).

The only possible nonzero d1’s are d1 : E
p,�p

1
! E

p+1,�p

1
for p > 0, induced by D.

The only term in D which does not preserve the filtration is �Ndt/t, and it shifts the
filtration by �2, so d1 = 0 and the previous equalities also hold for the correspond-
ing E2’s.
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Now, for p > 0, d2 : E
p,�p

2
! E

p+2,�p�1

2
is induced by �N : Ho

0,�p
! Ho

0,�p�2
,

which is surjective (see (1) in the proof of Lemma 3.3.7). On the other hand,
d2 : E

�1,2

2
! E

1,1

2
is equivalent to N : Ho

0,1
! Ho

0,�1
. Since N : gr

M

1
gr

0V⇤ !
gr

M

�1
gr

0V⇤ is an isomorphism, we conclude that E
p,q

3
= 0 except possibly E

p,�p

3
with

p > 0, and we have

E
�`,`

3
' Ker

⇥
N : gr

M

`
gr

0V⇤ �! gr
M

`�2
gr

0V⇤
⇤

for ` 6 0.

The spectral sequence (6.13.8) degenerates thus at E3, and H
i
(L•

(2)
(H0, D)0) = 0 if

i = 1, 2. Moreover, the inclusion (j⇤H)0 ,! H
0
(L•

(2)
(H0, D)0) is an isomorphism,

since both spaces have the same dimension

dimKer
⇥
N : gr

0V⇤ �! gr
0V⇤

⇤
= dimKer

⇥
N : M0gr

0V⇤ �! M�2gr
0V⇤

⇤

=

X

`60

dimKer
⇥
N : gr

M

`
gr

0V⇤ �! gr
M

`�2
gr

0V⇤
⇤
.

This concludes the proof of Theorem 6.13.4.

6.14. The Hodge filtration

In this section, we assume that (V,r, h) underlies a polarized variation of Hodge
structure. Our aim is to define a Hodge filtration on the cohomology H

•
(X, j⇤V

r
),

and to prove that it endows this cohomology with a polarizable Hodge structure.
We will also make precise the polarization. The method will be of a local nature, in
a way similar to the computation of the L

2 cohomology.

6.14.a. The Hodge filtration on Vmid. We first define the filtration F
•Vmid from

that on V>�1 by the formula

(6.14.1) F
pVmid =

X

j>0

(r@t
)
j
F

p+jV>�1

⇤ ,

in order to obtain Griffiths transversality (recall that V>�1

⇤ = V>�1

mid
, see (6.12.4)).

One first checks that this formula defines an O�-module by using he standard com-
mutation rule. For example, for a local section m of F p+1V>�1

⇤ ,

g(t)r@t
m = r@t

g(t)m� g
0
(t)m 2 r@t

F
p+1V>�1

⇤ + F
p+1V>�1

⇤

⇢ r@t
F

p+1V>�1

⇤ + F
pV>�1

⇤ .

With this definition, the relation r@t
F

pVmid ⇢ F
p�1Vmid is clearly satisfied. We now

give more properties of the filtration F
•Vmid. For p 2 Z and � 2 R, we set F pV�

mid
:=

F
pVmid \ V�

mid
and F

p
gr

�Vmid := F
pV�

mid
/F

pV>�

mid
.

6.14.2. Proposition (Properties of the filtration F
•Vmid).

(1) The filtration F
•Vmid is exhaustive, that is,

S
p
F

pVmid = Vmid.
(2) For every � > �1, we have

F
pV�

mid
= j⇤F

pV \ V�

mid
= j⇤F

pV \ V�

⇤ .
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(3) Moreover,
(a) for every � > �1, t(F pV�

mid
) = F

pV�+1

mid
;

(b) for every � < 0, @tF p
gr

�Vmid = F
p�1

gr
��1Vmid;

(c) The latter property also holds for � = 0.
(4) Conversely, a filtration F

•Vmid by O�-submodules which satisfies (6.7.1), (3b)
and (3c) also satisfies (6.14.1).

The inclusions ⇢ in (3a) and (3b) are easy; the remarkable property is the ex-
istence of inclusions �; we will call the conjunction of (3a) and (3b) the property
of strict R-specializability. Property (3c) involves a Hodge-theoretical argument.
we will call the conjunction of (3a)–(3c) the property of filtered middle extension
(see Section 9.3.c).

Proof. The statement (1) is clear by (6.12.3).
For (2), it is enough to prove the assertion with � = >�1 and we start by showing

that for any k > 0,

(6.14.3) F
pV>�k�1

mid
=

kX

j=0

@
j

t
F

p+jV>�1

⇤ ,

which will give the conclusion in case k = 0. It is enough to prove that, for any
` > k + 1,

⇣ `X

j=k+1

@
j

t
F

p+jV>�1

⇤

⌘
\ V>�`

mid
⇢

⇣ `�1X

j=k+1

@
j

t
F

p+jV>�1

⇤

⌘
,

and this reduces to

(@
`

t
F

p+`V>�1

⇤ ) \ V>�`

mid
⇢ @`�1

t
F

p+`�1V>�1

⇤ for ` > 1.

Let m 2 V>�1

⇤ be such that @`
t
m 2 V>�`

mid
. Let � be such that @tm 2 V�

mid
with

[@tm] 6= 0 in gr
�Vmid. If � > �1, @`�1

t
: gr

�Vmid ! gr
��`+1Vmid is an isomorphism

and @
`�1

t
(@tm) /2 V>��`+1

mid
� V>�`

mid
, a contradiction. We must then have � > �1.

Therefore, @tm 2 F
p+`�1V>�1

⇤ , as wanted.
(3a) follows from (2) since t acts in an invertible way on j⇤F

pV. Let us check (3c),
which amounts to

F
p�1

gr
�1Vmid ⇢ @tF p

gr
0Vmid.

Since t : gr
�1Vmid ! gr

0Vmid = gr
0V⇤ is injective, this is implied by

tF
p�1

gr
�1Vmid ⇢ t@tF

p
gr

0V⇤.

The left-hand side is included in F
p�1

gr
0V⇤ \ Im(t@t). By Theorem 6.8.7, N = �t@t :

(gr
0V⇤, F

•
) ! (gr

0V⇤, F
•
)(�1) is a morphism of Hodge structure, hence is F -strict,

which amounts to F
p�1

gr
0V⇤ \ Im(t@t) ⇢ t@tF

p
gr

0V⇤, as wanted.
Let us now check (3b), which amounts to

F
p�1V��1

mid
⇢ @t(F pV�

mid
) + V>��1

mid
if � < 0.
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For example, let us assume � 2 (�1, 0). Then

F
p�1V��1

mid
= F

p�1Vmid \ V>�2

mid
\ V��1

mid

= (F
p�1V>�1

⇤ + @tF
pV>�1

⇤ ) \ V��1

mid
(after (6.14.3))

⇢ V>��1

mid
+ (@tF

pV>�1

⇤ ) \ V��1

mid
(� > 0).

Since @t : gr�Vmid ! gr
��1Vmid is an isomorphism for � < 0 (see Exercise 6.14(5)),

we have
(@tF

pV>�1

⇤ ) \ V��1

mid
= (@tF

pV�

⇤ ) + V>��1

mid
.

The general case of � > 0 is treated similarly.
Let us end with (4). One first easily checks that (6.7.1) implies (2) and (3a). Then,

by a simple induction on k, (3b) and (3c) imply (6.14.3), hence (6.14.1) by passing to
the limit on k.

6.14.4. Corollary (of Theorem 6.7.3). The O�-modules

F
pVmid, F

pV�

mid
:= F

pVmid \ V�

mid
, F

p
M`V

�

mid
:= F

pVmid \M`V
�

mid

are O�-locally free, hence free, of finite rank.

Proof. Since these sheaves are contained in Vmid, it is enough to prove that they are
locally finitely generated. For � > �1, we simply use Schmid’s theorem 6.7.3 and that
F

pV�

mid
= F

pV�

⇤ . For � = �1, we have F
pV�1

mid
= @tF

p+1V0

mid
+F

pV>�1 according to
6.14.2(3c), which implies the desired finiteness. The argument for � < �1 is similar,
by using 6.14.2(3b) instead. Lastly, the finiteness for F pVmid\M`V

�

mid
is obtained by

induction on `, due to the fact that grM
`
V�

mid
is a finite-dimensional vector space.

6.14.b. The filtered deRham complex. The deRham complex DRVmid has var-
ious presentations (Lemmas 6.12.7 and 6.12.9), the latter being linked with the holo-
morphic L

2 de Rham complex (Theorem 6.12.15). Each of these complexes can nat-
urally be filtered by the usual procedure as in (2.4.3). For Vmid, starting from the
filtration F

•Vmid, we define

(6.14.5)
F

p
DRVmid := {0 �! F

pVmid

r���! ⌦
1

�
⌦ F

p�1Vmid �! 0}

' {0 �! F
pVmid

@t���! F
p�1Vmid �! 0}.

We also define

(6.14.6)
F

p
V

0
DRVmid := {0 �! F

pV0

⇤
r���! ⌦

1

�
⌦ F

p�1Vmid�1 �! 0}

' {0 �! F
pV0

mid

@t���! F
p�1V�1

mid
�! 0}.

Lastly, taking advantage of Theorem 6.12.15, we define

(6.14.7) F
p
DRV⇤(2) := {0 �! F

p
M0V

0

⇤
t@t���! F

p�1
M�2V

0

⇤ �! 0}.
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6.14.8. Proposition. The inclusions of filtered complexes

F
•
DRV⇤(2) ,�! F

•
V

0
DRVmid ,�! F

•
DRVmid

are filtered quasi-isomorphisms.

Proof. For the second inclusion, we are reduced to proving that, when � < 0, the
complex

0 �! F
p
gr

�Vmid

@t���! F
p�1

gr
��1Vmid �! 0

is quasi-isomorphic to zero. This is precisely 6.14.2(3b), since we know that @t :

gr
�Vmid ! gr

��1Vmid is an isomorphism for such �’s.
For the first inclusion, we first argue as for (6.12.8) (by using 6.14.2(3a)) to identify

F
p
V

0
DRVmid with the complex

0 �! F
pV0

⇤
t@t���! (t@tF

pV0

⇤ + F
p�1V>0

) �! 0.

The cokernel complex of the first inclusion is then isomorphic to the complex

0 �! F
p
(gr

0V⇤/M0gr
0V⇤

)
�N����!

�
NF

p
gr

0V⇤/F
p�1

M�2gr
0V⇤� �! 0,

and we wish to prove that the middle arrow is an isomorphism. Surjectivity is clear,
and injectivity amounts to the equality

NF
p
M0gr

0V⇤
= F

p�1
M�2gr

0V⇤
.

We know that N : M0gr
0V⇤ ! M�2gr

0V⇤ is surjective, but we need a supplementary
argument for the compatibility with the Hodge filtration. This argument is furnished
by the Hodge-Lefschetz property provided by Theorem 6.8.7. Indeed, we know that

N : (gr
0V⇤

, F
•
,Mw+•) �! (gr

0V⇤
, F

•
,Mw+•)(�1)

is a morphism of mixed Hodge structures (see Remark 3.2.1), hence it is strictly
compatible with both F

• and Mw+• (see Proposition 2.6.8), hence N : F
p
M0gr

0V⇤ !
F

p�1
M�2gr

0V⇤ is surjective too.

6.14.9. Remarks.
(1) We do not claim that the filtered complex F

•
DRVmid is strict, that is, that

H
1
F

p
DRVmid = 0 for any p.

(2) The graded complex gr
p

F
DRV⇤(2) ' gr

p

F
DRVmid is a complex in the cat-

egory of O�-modules whose terms are O�-coherent. Reading this property on
a compact Riemann surface X, this implies that the hypercohomology spaces
H

q
(X, gr

p

F
DRV⇤(2)) are finite-dimensional vector spaces.

6.14.c. The L
2 Dolbeault lemma. One of the important points in order to prove

E1-degeneration of the Hodge-to-deRham spectral sequence in the context of the
Hodge-Zucker theorem 6.11.1 is the Dolbeault lemma, making the bridge between
the holomorphic world and the L

2 world of harmonic sections. It will ensure finite
dimensionality needed in the proof of the Hodge-Deligne theorem 4.2.33 in the case
of a complex manifold with a complete metric, here a Riemann surface.
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Let us now come back to the Dolbeault lemma in the context of the Hodge-Zucker
theorem 6.11.1, where X is a compact Riemann surface and X

⇤ is the same surface
with isolated punctures. Given a polarized variation of Hodge structure (H, S) of
weight w on X

⇤, we consider the associated flat bundle with metric (H, h, D) and the
associated flat holomorphic bundle (H0

,r), also denoted (V,r).
The L

2 Dolbeault complex (4.2.30) reads

0! L
2
(X

⇤
, gr

p

F
H, h,D00

)
D00
����! L

2
(X

⇤
, gr

p

F
(E1

X⇤ ⌦H), h,D00
)

D00
����! L

2
(X

⇤
, gr

p

F
(E2

X⇤ ⌦H), h,D00
)! 0.

It will be useful to regard L
2
(X

⇤
, gr

p

F
H, h,D00

), as well as its relatives, as the space of
global sections of a flabby sheaf L(2)(gr

p

F
H, h,D00

) on X, defined by the assignment

X � U 7�! L
2
(U \X

⇤
, gr

p

F
H, h,D00

).

This gives rise to a complex of sheaves L(2)(gr
p

F
(E•

X⇤ ⌦H), h,D00
) on X with differ-

ential D00.
On the holomorphic side, we regard the holomorphic Dolbeault complex (4.2.13)

not only on X
⇤ but its extension to X with the L2 condition. Namely, grp

F
DR(V,r) =

gr
p

F
Dol(gr

F
V, ✓) on X

⇤ is extended to X as gr
p

F
DRVmid, that we now can write as

gr
p

F
(DRV⇤(2)), a form which will help us to compare with the L

2 side.

6.14.10. Theorem (L2 Dolbeault lemma). With the assumptions of Theorem 6.13.5,
there is a natural inclusion of complexes

gr
p

F
(DRV⇤(2)) ,�! L(2)(gr

p

F
(E

•
X⇤ ⌦H), h,D00

)

which is a quasi-isomorphism.

Away from the punctures, Lemma 4.2.32 shows that the inclusion is a quasi-
isomorphism. We are thus reduced to analyzing the germ L(2)(gr

p

F
(E•

X⇤ ⌦H), h,D00
)0

of the sheaf L2 complex at the origin of the disc �.

Proof of Theorem 6.14.10: choice of an L
2-adapted basis. As in the proof of the L2 Poin-

caré lemma, we can replace the Hodge metric h by an equivalent one, and we can
work with an L

2-adapted frame with respect to this metric. However, we cannot use
anymore the decomposition (6.2.5 ⇤⇤), which much simplified the expression of the
connection when analyzing the L2 de Rham complex, since it is a priori not compatible
with the Hodge filtration. We will use Proposition 6.13.2 instead, in a way compatible
with the Hodge filtration.

For that purpose, we specify that the basis (vo

�,`
)�,` of V�1

⇤ /tV�1

⇤ '
L

�2(�1,0]
gr

�V⇤

is compatible with the filtration induced on each gr
�V⇤ by the Hodge filtration, which

is the Hodge filtration of the polarized Hodge-Lefschetz structure
L

�
(gr

�
H,N, gr

�
S)

(Theorem 6.8.7). We thus decompose each v
o

�,`
as vo,p

�,`
(recall that we now set vo

�,`
=

(v
o

�,`0,j)`0�2j=` in order to obtain a basis of gr
M

`
gr

�V⇤), so that v
o,p

�,`
is a basis of

gr
p

F
gr

M

`
gr

�V⇤.
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Let us fix p. Since gr
p

F
V>�1

⇤ is locally free (Theorem 6.7.3), we can lift v
o,p

�,`
as a

family v
p

�,`
in gr

p

F
M`V

�

⇤ so that (vp

�,`
)�,` is a frame of grp

F
V>�1

⇤ . By Proposition 6.13.2,
(the restriction to �

⇤ of) (v
p

�,`
)�,` is L

2-adapted with respect to the metric induced
by the Hodge metric h on Hp,w�p ' gr

p

F
V.

Proof of Theorem 6.14.10: simplification of the L
2 complex. We present the L

2 Dol-
beault complex as the simple complex associated with a double complex, by decou-
pling d

00 and ✓0. This relies on the following lemma.

6.14.11. Lemma. For q = 0, 1, the morphism ✓
0
: E0,q

�
⌦ gr

p

F
V ! E1,q

�
⌦ gr

p�1

F
V has

bounded L
2-norm.

Proof. The morphism ✓
0 is the C

1 morphism associated with the holomorphic mor-
phism ✓ : gr

p

F
V! ⌦

1

�⇤ ⌦ gr
p�1

F
V, which is itself induced by

✓ : gr
p

F
V>�1

⇤ �! ⌦
1

�
⌦ gr

p�1

F
V>�1

⇤ .

The restriction of ✓ at t = 0 being that of gr�1

F
r, it has matrix �grp

F
N in the bases

v
o,p

,v
o,p�1. The image by ✓ of a section u =

P
�,`,k

u�,`,k v
p

�,`,k
reads thus

X

�,`,k

u�,`+2,k v
p

�,`,k

dt

t
+ t

X

�,`,k

eu�,`,k v
p

�,`,k

dt

t
,

where eu�,`,k belongs to
P

�0,`0,k0 O� · u�0,`0,k0 . Therefore,

k✓uk2 6
X

�,`,k

k(u�,`+2,k+teu�,`,k)L(t)v
p

�,`,k
k2 ⇠

X

�,`,k

k(u�,`+2,k+teu�,`,k)|t|�L(t)1+`/2k2,

according to Theorem 6.3.5. On the other hand, by the argument already used in the
proof of Proposition 6.13.2, we have

k(u�,`+2,k + teu�,`,k)|t|�L(t)1+`/2kh ⇠ ku�,`+2,k|t|�L(t)1+`/2kh.

Since v
p is L

2-adapted we have (see Definition 4.2.21), still using Theorem 6.3.5,

ku�,`+2,k|t|�L(t)1+`/2k2 ⇠ ku�,`+2,kv
p

�,`+2,k
k2 6 Cvkak2.

We conclude that there exists C > 0 such that k✓uk2 6 Ckuk2.

This lemma implies that

(6.14.12) L(2)(gr
p

F
(Ek

X⇤ ⌦H), h,D00
)0 = L(2)(gr

p

F
(Ek

X⇤ ⌦H), h, d
00
)0 k = 0, 1, 2.

Moreover, we claim that

✓
0⇥L(2)((E

0,q

X⇤ ⌦ gr
p

F
V), h, d00)0

⇤
⇢ L(2)((E

1,q

X⇤ ⌦ gr
p�1

F
V), h, d00)0.

Indeed, this also follows from the lemma if q = 1 since, in that case,

L(2)((E
1,1

X⇤ ⌦ gr
p�1

F
V), h, d00)0 = L(2)((E

1,1

X⇤ ⌦ gr
p�1

F
V), h)0.

On the other hand, we need to prove that, given u 2 L(2)((E
0,0

X⇤ ⌦ gr
p

F
V), h, d00)0,

we have ✓0u2L(2)((E
1,0

X⇤⌦grp�1

F
V), h, d00)0, that is, d00(✓0u)2L(2)((E

1,1

X⇤ ⌦ gr
p�1

F
V), h, d00)0.

But we have, in the weak sense, d00(✓0u) = �✓0(d00u), and since

d
00
u 2 L(2)((E

0,1

X⇤ ⌦ gr
p

F
V), h, d00)0 = L(2)((E

0,1

X⇤ ⌦ gr
p

F
V), h)0

by assumption, the lemma allows us to conclude.
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We can now regard (up to sign) the complex L(2)(gr
p

F
(E•

X⇤ ⌦ H), h,D00
) as the

simple complex associated with the double complex

(6.14.13)

L(2)((E
0,0

X⇤ ⌦ gr
p

F
V), h, d00)0

✓
0
//

d
00
✏✏

L(2)((E
1,0

X⇤ ⌦ gr
p�1

F
V), h, d00)0

d
00
✏✏

L(2)((E
0,1

X⇤ ⌦ gr
p

F
V), h)0

✓
0
// L(2)((E

1,1

X⇤ ⌦ gr
p�1

F
V), h)0

and the inclusion gr
p

F
(DRV⇤(2))0 ,! L(2)(gr

p

F
(E•

X⇤⌦H), h,D00
)0 is obtained by means

of the inclusions

(gr
p

F
V⇤(2))0 ⇢ L(2)((E

0,0

X⇤ ⌦ gr
p

F
V), h, d00)0

(gr
p�1

F
(⌦

1

�
⌦ V⇤(2)))0 ⇢ L(2)((E

1,0

X⇤ ⌦ gr
p�1

F
V), h)0.

Proof of Theorem 6.14.10: analysis of the vertical morphisms d00 in (6.14.13). Since these
morphisms are diagonal with respect to the L

2-adapted basis v
p, the question of the

surjectivity of these morphisms will reduce to checking Hardy’s inequalities. Let
us fix p,�, `. In polar coordinates, we wish to check the surjectivity (or not) of
t@

t
=

1

2
(r@r + i @✓):

t@
t
:

8
<

:
L(2)

�
r
2�
L(r)

`�2
d✓ dr/r; (r@r + i @✓)

�
0
! L(2)

�
r
2�
L(r)

`
d✓ dr/r

�
0
,

L(2)

�
r
2�
L(r)

`
d✓ dr/r; (r@r + i @✓)

�
0
! L(2)

�
r
2�
L(r)

`+2
d✓ dr/r

�
0
.

The result has already been obtained in the proof of (6.13.12)
2
: the first (resp. the

second) morphism is onto if (�, `) 6= (0, 1) (resp. (�, `) 6= (0,�1)). Moreover, if
(�, `) = (0, 1) (resp. (�, `) = (0,�1)), the subspace L(2)

�
L(r)dr/r

�
0
, i.e., consisting

of functions only depending on r, surjects to the cokernel.

Proof of Theorem 6.14.10: vanishing of H2L(2)(gr
p

F
(E•

X⇤ ⌦H), h,D00
)0. The previous

analysis shows that only combinations of terms u(r)vp
0,�1

(dt/t)^(dt/t), where vp
0,�1

is
any element of the subfamily v

p

0,�1
(i.e., � = 0 and ` = �1) may not belong to Imd

00.
However, one then checks that u(r)v

p

0,1
(dt/t) belongs to L(2)((E

0,1

X⇤ ⌦ gr
p

F
V), h)0 and,

by the previous analysis,

✓
0�
u(r)v

p

0,1
(dt/t)

�
⌘ u(r)v

p

0,�1
(dt/t) ^ (dt/t) mod Imd

00
.

This implies the vanishing of H2L(2)(gr
p

F
(E•

X⇤ ⌦H), h,D00
)0.

End of the proof of Theorem 6.14.10. The previous step identifies, up to a quasi-
isomorphism, the complex L(2)(gr

p

F
(E•

X⇤ ⌦H), h,D00
)0 with its subcomplex

0 �! L(2)(gr
p

F
(H), h,D00

)0
D00
����! KerD00 �! 0,

where

KerD00
= Ker

h
L(2)(gr

p

F
(E1

X⇤ ⌦H), h,D00
)0

D00
����! L(2)(gr

p

F
(E2

X⇤ ⌦H), h,D00
)0

i
.

6.14.14. Lemma. Any local section u
0 · (dt/t) + u

00 · (dt/t) of KerD00 is equivalent,
modulo ImD00, to a local section of L(2)(gr

p

F
(E1,0

X⇤ ⌦H), h,D00
)0 \KerD00.
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Proof. Since u
0 · (dt/t) + u

00 · (dt/t) is assumed to belong to KerD00, it is enough to
show that it belongs to ImD00

+L(2)(gr
p

F
(E1,0

X⇤ ⌦H), h,D00
)0, and it is also enough to

show that such is the case for u
00 · (dt/t).

First, we write u
00
= u

00
6=(0,1)

+ u
00
(0,1)

, where u
00
6=(0,1)

resp. u00
(0,1)

is a combination of
basis sections v

p

�,`
with (�, `) 6= (0, 1) resp. (�, `) = (0, 1). Since u

00
6=(0,1)

2 Imd
00 by

the previous analysis, it belongs to ImD00
+L(2)(gr

p

F
(E1,0

X⇤ ⌦H), h,D00
)0. We can thus

write our original section (up to changing notation for u0) as u0 · (dt/t)+u
00
(0,1)

· (dt/t),
and as such it still belongs to KerD00.

Let us denote by u
00
(0,�1)

the combination of basis sections vp
0,�1

where the coefficient
of vp

0,�1
is that of u00

(0,1)
on v

p

0,1
. Arguing as in the proof of the vanishing of H2, we find

✓
0
(u

00
(0,1)

(dt/t)) ⌘ u
00
(0,�1)

(dt/t) ^ (dt/t) mod Imd
00
.

On the other hand, by assumption, ✓
0
(u

00
(0,1)

(dt/t)) = d
00�
u
0 · (dt/t)

�
, so that

u
00
(0,�1)

(dt/t) ^ (dt/t) 2 Imd
00. But the preliminary analysis of Imd

00 done above
shows that this is equivalent to u

00
(0,1)

(dt/t) 2 Imd
00. As a consequence, u00

(0,1)
(dt/t)

belongs to ImD00
+ L(2)(gr

p

F
(E1,0

X⇤ ⌦H), h,D00
)0, as wanted.

We note that, because of (6.14.12) and by considering types,

L(2)(gr
p

F
(E1,0

X⇤ ⌦H), h,D00
)0 \KerD00

= L(2)(gr
p

F
(E1,0

X⇤ ⌦H), h, d
00
)0 \Ker d

00
.

Then the L
2 Dolbeault complex L(2)(gr

p

F
(E•

X⇤ ⌦H), h,D00
)0 is now seen to be quasi-

isomorphic to its subcomplex

0!L(2)(gr
p

F
(H), h, d

00
)0

D00
����!

⇥
ImD00

+
�
L(2)(gr

p

F
(E1,0

X⇤ ⌦H), h, d
00
)0 \Ker d

00�⇤!0.

Besides, by considering types, the latter is isomorphic to its subcomplex (up to sign)

(6.14.15) 0 �! Ker d
00 ✓

0
���! L(2)(gr

p

F
(E1,0

X⇤ ⌦H), h, d
00
)0 \Ker d

00
.

Extending the germs to a small disc �, the restriction of the above complex to �
⇤ is

isomorphic to the holomorphic Dolbeault complex

0 �! gr
pV

✓��! ⌦
1

�⇤ ⌦ gr
pV,

as already mentioned. Then, by definition of the L
2 condition, (6.14.15) is nothing

but gr
p

F
DRV⇤(2), and this ends the proof of Theorem 6.14.10.

6.14.d. Conclusion: proof of the Hodge-Zucker theorem. We are now in posi-
tion to apply Hodge theory on complete non-compact complex manifolds as in Section
4.2.e. Starting from a polarized variation of Hodge structure (H, S) on the punctured
Riemann surface X

⇤ equipped with a complete metric locally like the Poincaré metric
near each puncture, we consider the corresponding L

2 de Rham complex L•
(2)

(H, h, D).
By Theorem 6.13.5, the cohomology of the complex �(X,L•

(2)
(H, h, D)) is isomorphic

to H
⇤
(X, j⇤H), hence is finite dimensional. On the other hand, by the L

2 Dol-
beault lemma 6.14.10, each cohomology space H

k
�
�(X,L•

(2)
(gr

F

p
H, h,D00

)
�

is finite-
dimensional, being isomorphic to the cohomology on X of a complex whose terms
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are OX -coherent (see Remark 6.14.9(2)). The finiteness conditions in Theorem 4.2.33
are thus fulfilled, and we obtain the desired Hodge decomposition. It is important to
remark that, according to Theorems 6.13.5 and 6.14.10 read in the reverse direction,
we can express the Hodge structure on H

⇤
(X, j⇤H) only in terms of the algebraic

object (Vmid, F
•Vmid,r).

Let us now consider the polarization. The cohomology H
1
(X, j⇤H) is primitive,

so the polarization on it can be expressed without referring to an ample line bundle.
The positivity property of the polarization on H

0 and H
1 is proved exactly as in

Theorem 4.2.16 in the case of compact Riemann surfaces, by replacing sections of
the C

1 de Rham complex on X with sections of the L
2 complex, with respect to the

complete metric fixed on X
⇤, and using the pairing (6.13.6). There is no need here

to argue on primitivity of L2 sections.

6.14.16. Remarks.
(1) As in Remark 4.2.18(4), a consequence of the Hodge-Zucker theorem 6.11.1 is

that the maximal constant subsheaf of H has stalk H
0
(X

⇤
,H) = H

0
(X, j⇤H), and

thus underlies a constant polarizable variation of Hodge structure of weight w whose
restriction at any point of X is a direct summand in H on which the polarization of H
induces a polarization (see Exercise 2.12). Poincaré duality enables us to transport
this polarized Hodge structure to H

2
(X, j⇤H).

(2) (Degeneration at E1 of the Hodge-to-deRham spectral sequence) One checks
that the filtered complex R�

�
X,F

•
(DRVmid)(2)

�
is strict, exactly as in Remark

4.2.18(2). This reads here as the injectivity of the natural horizontal morphisms

H
k
(X,F

p
V

0
DRVmid)

o
✏✏

� �
// H

k
(X,V

0
DRVmid)

o
✏✏

H
k
(X,F

p
DRVmid)

� �
// H

k
(X,DRVmid)

6.14.e. Structure of polarized variations of C-Hodge structure

Let X be a compact Riemann surface, let X
⇤ be the complement of a finite set of

point, and let (H, F
0•H, F

00•H, D, S) be a polarized variation of C-Hodge structure
of weight w on X

⇤. By Corollary 6.4.2, the local system H is semi-simple, that we
write as H =

L
↵2A

Ho

↵
⌦H

↵
, with the same notation as in Section 4.3.c. Moreover,

the polarization decomposes as well.

6.14.17. Theorem. The statements of Lemma 4.3.11 and Theorem 4.3.13 hold in this
setting.

Proof. Indeed, the reference to Theorem 4.3.3 is replaced with a reference to Corol-
lary 6.4.2, so the new argument needed both for Lemma 4.3.11 and for Theorem 4.3.13
only concerns the existence of a pure Hodge structure on

End(H) = H
0
(X

⇤
,End(H)) = H

0
(X, j⇤ End(H)),

and similarly on Hom(H
↵
,H), which is provided by the Hodge-Zucker theorem 6.11.1,

according to Remark 6.14.16(1).
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6.15. Exercises

Exercise 6.14. Show the following properties (see (6.12.4) for V�

mid
, � 2 R).

(1) V�

mid
is an O�-coherent module, which is free of rank equal to rkV, since, being

included in V⇤, it is torsion-free.
(2) For � 2 (�1, 0] and k > 0, @k

t
: gr

�Vmid = gr
�V⇤ ! gr

��kVmid is onto.
(3) gr

�Vmid ⇢ gr
�V⇤. [Hint : Clear if � > �1; for � 2 (�1, 0) and � = �� k < �1,

use @k
t
: gr

�V⇤
⇠�! gr

��kV⇤; for � = �1, show the inclusion directly; for � = �1�k 6
�2, use the inclusion for � = �1 and the bijectivity of @k

t
: gr

�1V⇤ ! gr
�1�kV⇤.]

(4) V�

mid
= Vmid \ V�

⇤ . [Hint : Inclusion ⇢ is clear; for �, let m 2 Vmid \ V�

⇤ with
[m] 6= 0 in gr

�V⇤; there exists �0 6 � such that m 2 V�
0

mid
r V�

0

mid
; then (3) implies

�
0
= �.]
(5) For � 6= 0, @t : gr

�Vmid ! gr
��1Vmid is bijective. Deduce that gr

�Vmid =

gr
�V⇤ for � 6= �1,�2, . . . [Hint : For the injectivity, use (4) to show that gr

�Vmid ⇢
gr

�V⇤.]
(6) gr

�1Vmid ⇢ gr
�1V⇤ is identified with the image of @t : gr

0V⇤ ! gr
�1V⇤.

Conclude that @t : gr0Vmid ! gr
�1Vmid is onto. Using the isomorphism t : gr

�1V⇤
⇠�!

gr
0V⇤ identify also gr

�1Vmid with the image of t@t : gr0V⇤ ! gr
0V⇤.

Exercise 6.15. The goal of this exercise is to illustrate the degeneration property of
Remark 6.14.16(2) in a case where Hodge theory is not needed. The punctured
Riemann surface is the Riemann sphere X = P

1 with r > 3 punctures x1, . . . , xr

and V is a rank 1 bundle with connection on X
⇤. For each i = 1, . . . , r, the residue ↵i

of the connection on V0

mid
at xi, is assumed to have its real part in (0, 1).

(1) Show that d :=
P

i
↵i 2 (0, r) is an integer (hence 1 6 d 6 r � 1) and that

V0

mid
= OP1(�d). Conclude that H

0
(P

1
,V0

mid
) = 0. [Hint : Use the residue theorem

for connections.]
(2) Show that V�1

mid
= V>�1

mid
' OP1(r� d). Conclude that H1

(P
1
,⌦

1

P1 ⌦V�1

mid
) = 0.

[Hint : Compute the residue of the connection on V�1

mid
; use that ⌦

1

P1 ' OP1(�2).]
(3) Show that the long exact sequence

· · · �!H
k
(P

1
, V

0
DRVmid) �! H

k
(P

1
,V0

mid
) �! H

k
(P

1
,⌦

1

P1 ⌦ V�1

mid
) �! · · ·

reduces to the short exact sequence

0 �! H
0
(P

1
,⌦

1

P1 ⌦ V�1

mid
) �!H

1
(P

1
, V

0
DRVmid) �! H

1
(P

1
,V0

mid
) �! 0.

(4) Interpret this result as the degeneration at E1 of the spectral sequence associ-
ated with the filtration of V 0

DRVmid defined by

F
1
V

0
DRVmid = 0,

F
0
V

0
DRVmid = ⌦

1

P1 ⌦ V>�1

mid
[�1],

F
�1

V
0
DRVmid = V

0
DRVmid.

(5) If all ↵i’s are real, relate this result with Remark 6.14.16(2). [Hint : The local
system Vr is then unitary.]
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Exercise 6.16. Let X be a compact Riemann surface and let (V,r) be any non constant
irreducible bundle with connection on X

⇤. Consider the filtration of V
0
DRVmid

defined by

F
1
V

0
DRVmid = 0,

F
0
V

0
DRVmid = ⌦

1

P1 ⌦ V>�1

mid
[�1],

F
�1

V
0
DRVmid = V

0
DRVmid.

(1) Show that degeneration at E1 of the associated spectral sequence on hyperco-
homology both for V and V_ is equivalent to the property that both V0

⇤ and (V_
)
0

⇤ do
not have nonzero global sections on X. [Hint :

• =) Show first that H
2
(X, j⇤V) and H

2
(X, j⇤V

_
) are zero; show then

that degeneration at E1 is equivalent to the properties H
1
(X,⌦

1

X
⌦ V>�1

) =

0 and H
0
(X,⌦

1

X
⌦ V>�1

) ,! H
1
(X,V

0
DRVmid) and their dual analogues;

use Serre duality and Remark 6.2.3(2) to get the vanishing of H
0
(X,V0

⇤) and
H

0
(X, (V_

)
0

⇤).
• ( The vanishing of H1

(X,⌦
1

X
⌦ V>�1

) and its dual analogue is obtained
by Serre duality as above; in order to obtain the inclusion property for H

0, use
the exact sequence

· · · �! H
0
(X,V0

⇤) �! H
0
(X,V�1

mid
) �!H

1
(X,V

0
DRVmid) ' H

1
(X, j⇤V

r
) �! · · ·

together with the inclusion H
0
(X,V>�1

mid
) ⇢ H

0
(X,V�1

mid
), and the analogous

results for V_.]
(2) Show that for a unitary local system Vr with no nonzero constant global

section on X
⇤, the vector bundle V0

⇤ has no nonzero global section. [Hint : Prove that
the local system is semi-simple with no constant simple component, and that its dual
local system satisfies the same property; show that the Hodge filtration of V 0

DRVmid

is that considered in (1); use the degeneration property of Remark 6.14.16(2) to
conclude.]

6.16. Comments

The Hodge-Zucker theorem [Zuc79] makes use of the fundamental results of
Schmid (Parts 1 and 2 of this chapter), and is the first occurrence of the purity
theorem of the intermediate (or minimal) extension of a polarizable variation of
Hodge structure. The proof given here is taken from loc. cit., with a small difference
in the proof of the L

2 Dolbeault lemma (Theorem 6.14.10), for which we give a local
result, while that of Zucker is global (on the cohomology).

In the approach of M. Saito [Sai88] to polarizable Hodge modules, the Hodge-
Zucker theorem is the only analytic result that needs to be used. Nevertheless, for
the extension of the theory to the mixed case, Zucker’s theorem in higher dimensions
([CK82, CKS86, CKS87, KK87] and the more recent [Moc22]) are needed.




