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Abstract. This text surveys cohomological properties of pairs (U, f) consisting of
a smooth complex quasi-projective variety U together with a regular function on it.
On the one hand, one tries to mimic the case of a germ of holomorphic function
in its Milnor ball and, on the other hand, one takes advantage of the algebraicity
of U and f to apply technique of algebraic geometry, in particular Hodge theory.
The monodromy properties are expressed by means of tools provided by the theory
of linear differential equations, by mimicking the Stokes phenomenon. In the case
of tame functions on smooth affine varieties, which is an algebraic analogue of that
of a holomorphic function with an isolated critical point, the theory simplifies much
and the formulation of the results are nicer. Examples of such tame functions are
exhibited.
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1. Introduction

Milnor’s theory of singularities of complex hypersurfaces [48] focuses on the prop-
erties of a germ of a holomorphic function f : (Cd, 0) → (C, 0) at a critical point 0,
which produces a singularity of the germ of hypersurface (f−1(0), 0). One realizes the
germ f as a holomorphic function defined on some neighborhood of 0, usually taken
as an open ball (a Milnor ball) in some local coordinate system, and the properties
considered do not depend on the radius of the ball, provided it is “sufficiently small”
(a condition that can be made precise in terms of a Thom-Whitney stratification of
this neighborhood). See [42] for details. A more global aspect of the theory arises
when considering unfoldings of a germ (f, 0): having fixed a Milnor ball for a germ
(f, 0), this ball is usually not a Milnor ball for the nearby functions of the unfolding
(see [18]). Nevertheless, some “smallness” properties remain valid.

In this text, we consider the global setting of a regular function f : U → A1 on a
smooth complex quasi-projective variety U of dimension d. Particular cases are those
for which U is affine: e.g. U is the affine space Ad, the complex torus (Gm)

d (where
Gm is the multiplicative group A1 ∖ {0}), a product of those, or the complement of a
hypersurface in these examples, like the complement of an arrangement of hyperplanes
in an affine space.

Comparing with Milnor’s situation, we can say in a figurative way that the singu-
larity of f that is of interest for us is “the point at infinity on U ” and that its limit
Milnor ball is U itself. This approach suggests to analyze the map f “from inside”,
that is, by means of a family of balls (for a suitable metric) of larger and larger ra-
dius. Many choices of such metrics exist however. On the other hand, in order to
analyze the map f “from outside”, one can “fill the hole at infinity” by choosing a
projectivization of f , that is, a complex quasi-projective variety X together with a
projective morphism fX : X → A1, such that U is Zariski dense in X and f is the
restriction of fX to U . Such a projectivization is also far from unique.

A vast literature is devoted to the analysis of the critical points at infinity and
their influence (or the influence of their absence) on the topology of the map f ,
particularly when f is a polynomial mapping. Furthermore, several examples have
highlighted unexpected behaviors. As it is impossible to list all papers related to this
subject, we refer the reader to [1, 79] and the references therein.
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In the case of an isolated critical point of a germ of holomorphic function, the
following (co)homological properties have been obtained:

(1) The reduced cohomology (with Z-coefficients) of the Milnor fiber is non zero
only in degree d− 1; it is a free Z-module whose rank µ is the Milnor number of f at
its critical point; it cannot be zero at a critical point.

(2) This cohomology comes with an automorphism T (monodromy), with an in-
tersection pairing and a Seifert pairing, the latter being nondegenerate.

(3) The corresponding homology groups are either the reduced homology of the
Milnor fiber in degree d − 1 (vanishing cycles) or the homology of the Milnor ball
relative to the Milnor fiber (Lefschetz thimbles). The topology that gives rise to
these homological objects is well understood, including in its symplectic aspects. The
relations between the objects considered above, and others, are efficiently summarized
in [30].

(4) The cohomology of the Milnor fiber underlies a Z-mixed Hodge structure with
weight filtration determined by the nilpotent part of the monodromy (see [77]). This
structure provides us with numerical invariants: the spectrum and the spectral pairs.

(5) These Hodge invariants can also be recovered by means of the motivic Milnor
fiber introduced by Denef and Loeser (see [11] and also [77]).

(6) A major object that comes into play in the analytic theory for computing
Hodge invariants is the Brieskorn lattice introduced by Brieskorn [4] in order to
obtain an algebraic expression of some of the topological invariants above. There is
also a natural nondegenerate pairing on the Brieskorn lattice, with values in the ring
of formal power series of one variable, called the higher residue pairing, introduced
by K. Saito [69] (see [55] and [30] for the relations with the topological pairings).

In the case of a regular function f ∈ O(U) ∖ C, having isolated critical points is
not a sufficient condition to realize similar properties. One should also impose the
absence of critical points at infinity: this is the tameness property that we will discuss
with details in Section 5. We aim at defining a vanishing cycle Z-module that shares
the properties above. Supplementary data occur, describing the relations between the
various isolated critical points of f : the monodromy of the “vanishing cohomology”
is enhanced with a supplementary set of data, called the Stokes matrices. Such data
already show up in the semi-local situation mentioned at the beginning. The term
“Stokes matrices” is justified by the fact that such matrices are Stokes matrices of
a suitable linear system of differential equations of one variable with an irregular
singularity. This was already observed by F.Pham, with the title of his paper [55]:
“La descente des cols par les onglets de Lefschetz avec vues sur Gauss-Manin”.(1)

The general case of a possibly non tame regular function (with non-isolated crit-
ical points), while not being as simple as the tame case, shows many interesting
properties. One cannot expect the absence of Z-torsion in the various cohomology
groups that occur, so we mainly consider the case of rational or complex coefficients.

(1)“The descent of the passes (saddle points) by Lefschetz thimbles with views on Gauss-Manin.”
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The exponentially twisted de Rham complex plays an important role for obtaining
Hodge-theoretic properties. Another approach, in the spirit of the motivic arc-space
approach of Denef-Loeser, has been developed by Raibaut in [59]: the focus is on the
motivic Milnor fiber of f at ∞ and the various invariants that one can deduce from
the computation of this object

In contrast with the case of the germs of holomorphic functions, the case of pairs
(U, f) that we are considering has strong relations to several other areas of algebraic
geometry and arithmetic that we will very briefly mention in this text. On the one
hand, the theory of exponential Nori motives, developed in [20] by Fresán and Jossen,
makes it possible, when U and f are defined over a subfield k of C, to relate Hodge
properties of (U, f), in particular such as those defined in Section 3.4, to arithmetic
properties of f .

On the other hand, mirror symmetry for Fano manifolds aims at associating to
any smooth quasi-projective Fano manifold a Landau-Ginzburg model, that is real-
ized as a regular function on another quasi-projective manifold. The theory has been
developed in [37], where various conjectures have been settled. In the version of this
correspondence involving the Frobenius manifolds introduced by Dubrovin ([17]), the
role of the irregular Hodge structure produced by the Brieskorn lattice is essential
(see for example [15, 16, 13]). There is also a categorical approach to such a cor-
respondence (see [36]), that has motivated a categorical realization of the twisted
de Rham complex, as proposed by Shklyarov in [76].

All over the text, we use the following notation.

Notation 1.1.

(1) The exponential map identifies R/2πZ with S1 by θ 7→ eiθ (with i =
√
−1).

We will abuse notation by writing θ ∈ S1.
(2) Let Z be a topological space and V be an open subset of Z. For a sheaf F

on Z, the notation FV refers to the sheaf on Z obtained by restricting F to the open
set V and then extend it by zero to Z.

(3) The base ring A is either Z or a field, usually Q or C. For most arguments,
a commutative ring with finite global homological dimension would suffice (see [34,
Conv. 3.0]).

2. Topological/cohomological properties

In this text, we consider a regular function f : U → A1 from a connected smooth
complex quasi-projective variety U of dimension d to the affine line A1. This set of
data is also denoted by f ∈ O(U). Let us emphasize that, unless otherwise stated, we
work with algebraic varieties endowed with their Zariski topology and, for example,
we will denote by Uan the underlying complex manifold. Some results below do not
need the smoothness assumption on U to hold, but we will not try to state them in
the most general setting.
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The critical set of f is a Zariski closed subset of U whose image by f is a finite
subset C = C(f) of A1 (by Sard’s lemma in the algebraic context), called the set of
critical values of f . A fortiori, the restriction f : U ∖ f−1(C)→ A1∖C does not have
any critical point.

A projectivization of f is a projective morphism fX from a (possibly not smooth)
quasi-projective variety X to A1 such that U is a Zariski dense open subset of X
and f is the restriction of fX to U . Assume U is a locally closed subspace of some
projective space PN . A natural projectivization of f is obtained by considering the
Zariski closure X in PN × A1 of the graph Γ(f) ⊂ U × A1 and by defining fX as
induced by the second projection. By resolving singularities of X (they lie in X∖U),
we can choose, if needed, X to be smooth and also X∖U to be a divisor with normal
crossings.

2.1. The fibration theorem.

Theorem 2.1. There exists a smallest finite set B(f) ⊂ A1, called the bifurcation set
of f , such that the map fan : (U ∖ f−1(B(f)))an → C∖B(f) is a C∞ fibration.

Sketch of proof. One chooses a projectivization fX : X → A1 of f . A theorem of
Hironaka [32] (see also [42, Th. 6.4.5]) asserts that the underlying complex analytic
space Xan admits a Whitney stratification satisfying Thom’s AfX condition. In fact,
in the quasi-projective context, the strata can be chosen quasi-projective and con-
nected, so that the fX -image of a stratum is either a point or a Zariski dense open set
of A1. The construction can be made in order to ensure that U∖f−1(B) is a stratum,
for some finite set B of A1. Thom’s first isotopy lemma implies that the restriction
of fX to each stratum S induces a C∞ fibration San → fX(S)an. Applying this to
the stratum U ∖ f−1(B) yields the assertion for some (possibly non minimal) finite
set B. Minimality can then obviously be achieved.

The set B(f) contains the set C = C(f) of critical values of f : otherwise, for
some c ∈ C, the singular fiber f−1(c)an would be a C∞ manifold; this is not possible,
according to [48, Rem. p. 13].

The set B(f)∖C consists of atypical critical values of f . It is in general not empty.
For example (see [1, Ex. 3.4]), the polynomial f : A3 → A1 defined by f(x, y, z) =

x(1 + xyz) has no critical point, but B(f) ̸= ∅.
Determining C from f is an algebraic computation. On the other hand, determining

B(f) is much harder. A topological criterion has been provided in [27] for f : A3 → A1

in terms of the topological Euler characteristic of the fibers of f . Other results in this
direction can be found in [1] and the references therein.

On the other hand, we will focus on the case where B(f) = C and, more precisely,
where fX has “no critical point at infinity”, called the tameness property, in Section 5.

2.2. Cohomological tools. We aim at defining a space of global vanishing cycles
for a regular function f : U → A1. For that purpose, we will make use of some of the
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tools explained in [47] (a good reference is also [12], and the reference book is [34]),
that we recall here for convenience. In this section, the varieties are equipped with
their analytic topology, and we will omit the exponent an for the sake of simplicity.

Algebraically constructible complexes. Our base ring A is either Z (a PID) or Q,R,C
(a field). Given a complex quasi-projective variety Y (which is possibly singular),
an algebraically constructible sheaf of A-modules on Y is a sheaf F of A-modules
on Y for which there exists a stratification of Y by locally closed connected smooth
quasi-projective subvarieties (Ya)a∈A such that, for each a ∈ A, F|Ya is a locally
constant sheaf of A-modules of finite type. We implicitly assume (see e.g. [80]) that
a stratification is locally finite and satisfies the frontier condition. A priori, it is not
assumed to satisfy any regularity condition, but one can always refine it to do so.
These sheaves form a category for which the morphisms are all morphisms of sheaves
(it is a full subcategory of the category of sheaves of A-modules). This category is
abelian: this statement amounts to the property that the kernel and cokernel of a
sheaf morphism between locally constant sheaves of A-modules of finite type are of
the same type.

One can then form the bounded derived category of this abelian category, which
is equivalent to the full subcategory Db

C-c(Y,A) of the bounded derived category
of sheaves of A-modules whose objects consists of bounded complexes having con-
structible cohomology.

Given a morphism g : Y → Y ′ between quasi-projective varieties, the derived
pushforward functors Rf∗ and Rf! (pushforward with proper support) are defined
from Db

C-c(Y,A) to Db
C-c(Y

′, A) as well as the pullback functors f−1 and f ! from
Db

C-c(Y
′, A) to Db

C-c(Y,A). Poincaré-Verdier duality D is a contravariant equivalence
of categories from Db

C-c(Y,A) to itself, and is its own quasi-inverse, that is, it satisfies
D ◦D ≃ Id.

Perverse and strongly perverse complexes. The category Db
C-c(Y,A) is naturally

equipped with a t-structure

(Db,⩽0
C-c (Y,A),Db,⩾0

C-c (Y,A)).

The heart of this t-structure is the abelian category of perverse “sheaves” Perv(Y,A)

(more accurately, perverse complexes). For example, if Y is smooth of dimension n,
the shifted constant sheaf

pAY := AY [n]

belongs to Perv(Y,A).
If A is a field, both terms of the t-structure are exchanged by Poincaré-Verdier

duality D, hence Perv(Y,A) is preserved by D. If A is a PID, this property may not
hold, and we are led to considering strongly perverse complexes (see [47, Def. 10.2.50]).
We denote by sPerv(Y,A) the corresponding full subcategory of Perv(Y,A), which is
preserved by Poincaré-Verdier duality D (it is equal to Perv(Y,A) if A is a field).
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Be careful that it is not abelian, as for example the cokernel of a group morphism
Zp → Zq may acquire Z-torsion.

Nearby and vanishing cycle functors. We will make intensive use of these functors.
Given a smooth quasi-projective variety U , a regular function f : U → A1, and
a constructible complex F ∈ Db

C-c(U,A), one can associate to these data and each
point c ∈ A1 a pair of objects of Db

C-c(U,A) supported on the fiber f−1(c), that we
denote by pψf−c(F) (complex of nearby cycles) and pϕf−c(F) (complex of vanishing
cycles), where the upper index p indicates a shift by −1 with respect to the standard
definition, see [47, Def. 10.4.4], in order to obtain a better behavior with respect to
Poincaré-Verdier duality, see [47, Th. 10.4.21]. These functors come equipped with a
monodromy automorphism Tc and a diagram of morphisms (Canc,Varc) commuting
with monodromy automorphisms Tc:

(1) pψf−c(F)

Canc
++
pϕf−c(F)

Varc

kkkk

and satisfying

(2)
Varc ◦Canc = Tc − Id (on pψf−c(F)),

Canc ◦Varc = Tc − Id (on pϕf−c(F)).

For example, the complex of vanishing cycles pϕf−c(
pAU ) is supported on the critical

locus of f .
These functors pψf−c,

pϕf−c are t-exact and preserve Perv(U,A) as well as
sPerv(U,A) (see [47, Rem. 10.4.23]). In particular, pϕf−c(

pAU ) is strongly perverse.
In dimension one, these functors can be used to characterize objects of sPerv with

coefficients in Z. For example, let ∆ be a disc with coordinate t and let Perv(∆, 0;Z)
be the category of perverse sheaves of Z-modules on ∆ which have singularities at
t = 0 at most.

Lemma 2.2. An object F of Perv(∆, 0;Z) belongs to sPerv(∆, 0;Z) if and only if the
Z-modules pψt(F) and pϕt(F) are Z-free.

Proof. Let F be an object of Perv(∆, 0;Z). Assume that pψt(F) and pϕt(F) are Z-
free, and let us prove that F is an object of sPerv(∆, 0;Z). Freeness of pψt(F) as
a Z-module is equivalent to the property that the restriction of F to the punctured
disc ∆∗ is a locally constant sheaf of free Z-modules. According to [47, Prop. 10.2.49],
we are reduced to checking that H0(i!0F) is free, if i0 : {0} ↪→ ∆ denotes the inclusion.
The distinguished triangle [47, (10.90)] reads

i!0F −→ pϕt(F)
Vart−−−−−→ pψt(F)

+1−−−→
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and since pψt(F),
pϕt(F) are concentrated in degree zero, it leads to the long exact

sequence

0 −→ H0(i!0F) −→ pϕt(F)
Vart−−−−−→ pψt(F) −→ H1(i!0F) −→ 0.

If pϕt(F) is free, then so is H0(i!0F).
Conversely, let us assume that F is an object of sPerv(∆, 0;Z). Then the local

system (up to a shift) F|∆∗ is free, and this implies freeness of pψt(F) and therefore
that of image(Vart). The assumption implies that H0(i!0F) is free, and therefore so is
pϕt(F).

Compatibility with pushforward. A technique to obtain cohomological information
about the map f : U → A1 is to analyze the pushforward complexes Rf∗AU (or-
dinary pushforward) and Rf!AU (pushforward with proper support), which are both
algebraically constructible, that is, both are objects of Db

C-c(AA1). This is especially
useful for analyzing global properties of nearby or vanishing cycles of f along a fiber
f−1(c). We know (see [47, Prop. 10.4.19]) that the functors ψf−c, ϕf−c do commute
with Rf∗,Rf! when f is proper (so that the latter functors are the same), but in
general not otherwise. More precisely, let fX : X ↪→ A1 be a projectivization of f and
let j : U ↪→ X denote the open inclusion. Since derived pushforwards compose well,
we have (the second isomorphism since fX is proper)

Rf∗AU ≃ RfX∗(Rj∗AU ), Rf!AU ≃ RfX∗(Rj!AU ).

It follows that, considering vanishing cycles for example, we have

ϕt−c(Rf∗AU ) ≃ RfX∗(ϕfX−c(Rj∗AU ))

in a way compatible with monodromy, but the right-hand side is in general distinct
from Rf∗(ϕf−cAU ) ≃ RfX∗(Rj∗(ϕf−cAU )). A special case where this commutation
does take place nevertheless if the case of tame functions considered in detail in
Section 5.

On the other hand, in order to exploit t-exactness of the shifted nearby and van-
ishing cycle functors pψf−c,

pϕf−c, it is suitable to consider the perverse cohomology
sheaves of the pushforward complexes:

p
Rkf∗(

pAU ) :=
pHk(Rf∗(

pAU )) and p
Rkf!(

pAU ) :=
pHk(Rf!(

pAU )),

where we recall that pAU = AU [d], with d := dimU .

Proposition 2.3. Let fX be a projectivization of f with X. Then, for each k, we have
pϕt−c(

p
Rkf∗AU ) ≃ p

RkfX∗(
pϕfX−c(Rj∗

pAU )),

and similar isomorphisms with the functors pψ, or f! with Rj!
pAU .

Proof. Since fX is proper, we have identifications
pϕt−c(Rf∗AU ) ≃ pϕt−c(RfX∗(Rj∗AU )) ≃ RfX∗(

pϕfX−c(Rj∗AU )).
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The result follows by taking the k-th perverse cohomology of both terms and using
that pϕt−c is t-exact.

3. Cohomologies attached to a pair (U, f)

A possible approach to associate with a regular function f ∈ O(U) on a smooth
quasi-projective variety U some (co)homological invariants is to extend those existing
for U itself, corresponding to the zero function on U .

On the topological side, to Uan is associated the singular homology and the singu-
lar homology with closed supports (Borel-Moore homology), as well as the singular
cohomology and the singular cohomology with compact support (all with coefficients
in A). When A = Q, various nondegenerate pairings relate these finite dimensional
Q-vector spaces: intersection of cycles, integral of cohomology classes on cycles and
cup product of cohomology classes.

On the de Rham side, the algebraic de Rham complex of U leads to de Rham coho-
mology and de Rham cohomology with compact support. Grothendieck’s comparison
theorem identifies these complex vector spaces with their topological analogues with
complex coefficients. If the variety U is defined over Q (i.e., by means of equations
with rational coefficients), the de Rham complex is also defined over Q, as well as its
cohomologies, so that the comparison isomorphism can be understood as comparing
two different Q-structures on the same C-vectors space. Its matrix in Q-bases, usu-
ally consisting of transcendental numbers, is called the period matrix of U and can
be realized by integrating a basis of rational differential forms over a basis of cycles.

On the other hand, the de Rham cohomology can be filtered by C-subspaces in
order to produce, together with the singular cohomology, a mixed Hodge structure
(see [8]).

A unifying approach to these properties is obtained via the notion of motive, in par-
ticular that of Nori motive (see [33]).

Our aim in this section is to define similar homology and cohomology spaces, de-
noted generically by H(U, f), with lower or upper decorations meaning “Borel-Moore”,
“compact support”, “de Rham”, together with the various comparison isomorphisms
and pairings, and with coefficients in A for singular cohomology and C for de Rham
cohomology. A new set of decorations occurs, namely, rapid decay and moderate
growth. We will also equip the de Rham version with a pair of filtrations called the
irregular Hodge filtration and the weight filtration. Although this pair of filtrations
does not form a mixed Hodge structure in the usual sense, in particular because the
irregular Hodge filtration is indexed by rational numbers, this structure can be called
an irregular mixed Hodge structure, and the pairs consisting of the jumping indices of
both filtrations are reminiscent of the spectral pairs occurring in the theory of isolated
hypersurface singularities (see [77, §9.8] and the reference therein). In particular, a
Thom-Sebastiani property holds in this context: given regular functions f ∈ O(U)
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and g ∈ O(V ), this property relates the invariants of f ⊞ g ∈ O(U × V ) with those
of f and g (see [64, §3.4]).

3.1. Various expressions of the singular cohomology with growth condi-
tions. A period of U is any integral

∫
γ
ω, where ω is an algebraic differential form

of some degree on U and γ is a cycle of suitable dimension on U . Such an integral
may exist when γ is a Borel-Moore cycle (i.e., a cycle with closed support), and the
situation is controlled by the Poincaré-de Rham duality theorem. The correspond-
ing integral attached to a pair (U, f) would be the integral

∫
γ
e−fω, and, whatever

the algebraic differential form ω is, it exists for Borel-Moore cycles γ as soon as the
real part of f remains positive on the support of γ when |f | is big enough. Indeed,
the holomorphic form e−fω has then rapid decay along γ when |f | → ∞, hence is
integrable. These considerations lead us to define the moderate growth (co)homology
and, for duality purposes, the rapid decay (co)homology, of (U, f). In the remaining
part of Section 3.1, we consider the spaces with their analytic topology and we omit
the exponent an.

In other words, if ω is a closed algebraic r-form on U , we are led to considering
that e−fω defines a class in the relative cohomology space Hr(U, f−1(t);C), where t
is a positive real number “large enough”. More intrinsically, we should consider the
space limt→+∞ Hr(U, f−1([t,+∞));C). This space can be defined with coefficients
in A instead of C, and we will give various different expressions for it, that we denote
by Hr(U, f ;A).

Let us emphasize a way to simplify various arguments, which proves much useful.
The idea is to simplify the space U by replacing it with A1. The price to pay is
making the sheaf AU more complicated, by replacing it with a constructible complex
of sheaves on A1: we will consider the pushforward complexes Rf∗AU and Rf!AU ,
which have algebraic constructible cohomology on A1. Let us also emphasize at this
point that using perverse cohomology sheaves instead of ordinary cohomology sheaves
will simplify many arguments. We fix the following choice for C ⊂ A1 and ρ≫ 0.

Choice 3.1.
• We fix a projectivization fX : X → A1 of f such that the complement H =

X ∖ U is a divisor with normal crossings whose irreducible components are smooth.
We denote by j : U ↪→ X the open inclusion.

• We fix a finite subset C ⊂ A1 such that the map fX : X ∖ f−1
X (C) → A1 ∖ C

is smooth and, for each x ∈ H ∖ f−1
X (C), the germ fX,x : ((X,H), x) → (C, f(x)) is

isomorphic to the projection

(C, f(x))× ((Cd−1, 0), (H ′, 0)) −→ (C, f(x)),

where H ′ is a union of coordinate hyperplanes of Cd−1.
• We fix ρ > 0 large enough so that the interior ∆̊ρ of a closed disc ∆ρ in A1 of

radius ρ > 0 contains C.
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Passage from U to f−1(∆ρ). With the previous choice, the complexes Rf∗AU and
Rf!AU have locally constant cohomology sheaves on A1 ∖ C.

Lemma 3.2. For t = ρ and any r ⩾ 0, the restriction morphism

Hr(U, f−1(ρ);A) −→ Hr(f−1(∆ρ), f
−1(ρ);A)

is an isomorphism of relative cohomology spaces, and both spaces are independent of ρ
up to natural isomorphisms.

Proof. In view of the exact sequence of relative cohomology, it is enough to show the
restriction morphism Hr(U ;A) → Hr(f−1(∆ρ);A) is an isomorphism. By pushing
forward by f , we are led to showing a similar result for the hypercohomology of
Rf∗AU on A1. Let j : A1 ∖ ∆ρ ↪→ A1 denote the open inclusion. We are led to
showing the vanishing of any hypercohomology space of the complex Rj!j

−1(Rf∗AU ).
Since j−1(Rf∗AU ) has locally constant cohomology on A1 ∖ ∆ρ by our assumption
on ρ, a simple induction reduces the question to the vanishing, for any r ∈ N, of the
cohomology Hr(A1 ∖ ∆̊ρ; j!L) for a locally constant sheaf L of A-modules on A1∖∆ρ.
By considering the radial projection A1 ∖ ∆̊ρ → ∂∆ρ, this follows from the vanishing
of the relative cohomology Hr([ρ,+∞), {ρ};A) for each r ∈ N.

Real oriented blow-up (1). As f is a C∞ fibration over ∂∆ρ (Theorem 2.1), we can
replace in the above formula the point ρ with the closed half-circle ρei[−π/2,π/2] ⊂ ∂∆ρ

and write the right-hand side as Hr(f−1(∆ρ), f
−1(ρei[−π/2,π/2]);A). We will interpret

this relative cohomology as a cohomology with compact support. With the above
choice of X, we can rewrite this relative cohomology as the relative hypercohomology
of the complex Rj∗AU on X:

Hr(f−1(∆ρ), f
−1(ρei[−π/2,π/2]);A) ≃ Hr(f−1

X (∆ρ), f
−1
X (ρei[−π/2,π/2]);Rj∗AU ).

We can however replace the complex Rj∗AU by a single sheaf if we consider the real
oriented blowing up ϖ : X̃(H) → X of the components of H in X, in which polar
coordinates are taken with respect to components of H: near each point of H, in
local coordinates of X adapted to H, X̃(H) has the corresponding polar coordinates
normal to the components of H; for x belonging to exactly ℓ components of H, we
have ϖ−1(x) ≃ (S1)ℓ. Denoting by ȷ̃ : U ↪→ X̃(H) the inclusion, we have

Rȷ̃∗AU ≃ AX̃(H),

and thus, setting f̃X = fX ◦ϖ,

Hr(f−1
X (∆ρ), f

−1
X (ρei[−π/2,π/2]);Rj∗AU )

≃ Hr(f̃−1
X (∆ρ), f̃

−1
X (ρei[−π/2,π/2]);AX̃(H)).

Last, let ∆̃ρ be the complement in ∆ρ of closed interval [−π/2, π/2] in its boundary
like in Figure 1. We interpret the latter cohomology as the cohomology with compact
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•

•
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•

•

•

C

π/2

−π/2

∆̃ρ

Figure 1.

support:

Hr(f̃−1
X (∆ρ), f̃

−1
X (ρei[−π/2,π/2]);AX̃(H)) ≃ Hr

c(f̃
−1
X (∆̃ρ);AX̃(H)).

On noting the isomorphisms

Rf̃X∗AX̃(H) ≃ Rf̃X∗(Rȷ̃∗AU ) ≃ Rf∗AU ,

we interpret this cohomology as the hypercohomology

Hr
c(∆̃ρ;Rf∗AU ).

It is natural to define the compact support analogue of Hr(U, f ;A) as

Hr
c(U, f ;A) = Hr

c(∆̃ρ;Rf!AU ).

We have thus proved:

Lemma 3.3. There are canonical isomorphisms (for ρ≫ 0)

Hr(U, f ;A) ≃





Hr(f−1(∆ρ), f
−1(ρei[−π/2,π/2]);A),

Hr(f−1
X (∆ρ), f

−1
X (ρei[−π/2,π/2]);Rj∗AU ),

Hr
c(f̃

−1
X (∆̃ρ);AX̃(H)),

Hr
c(∆̃ρ;Rf∗AU ).

and

Hr
c(U, f ;A) ≃





Hr
c(f

−1
X (∆ρ);Rj!AU ),

Hr
c(f̃

−1
X (∆̃ρ); ȷ̃!AU ),

Hr
c(∆̃ρ;Rf!AU ).

Perverse sheaves. The perverse cohomology sheaves of Rf∗AU and Rf!AU are suit-
able for expressing Hr(U, f ;A) and Hr

c(U, f ;A) because of the next proposition.

Proposition 3.4. Let F be an A-perverse sheaf on A1 with singular set contained in
C ⊂ ∆̊ρ. Then Hk

c (∆̃ρ;F) = 0 for k ̸= 0 and the functor F 7→ H0
c(∆̃ρ;F) from

Perv(A1;A) to Mod(A) is exact.
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The vanishing statement is obtained as a consequence of the following vanishing
lemma, which relies on the property already used that, for any semi-closed non-
empty interval [a, b) ⊂ R and any abelian group A, the cohomology H•

c([a, b);A)

vanishes (this cohomology is nothing but the relative cohomology H•([a, b], {b};A)).
This follows e.g. from a cohomology analogue of [45, Lem. V.3.3]. The exactness
statement follows by considering the hypercohomology long exact sequence associated
to a short exact sequence of perverse sheaves.

Lemma 3.5. Let F be a perverse sheaf on A1 with singular points in C and let B ⊂ A1

be a subset homeomorphic to a product [a, b)× [c, d], such that C ∩ ∂B = ∅. Then

(1) Hk
c (B,F) = 0 for k ̸= 0,

(2) H0
c(B,F) = 0 if C ∩B = ∅.

Let us use the perverse shift convention: pAU := AU [d] with d = dimU . As a conse-
quence, Applying the previous result to each perverse cohomology sheaf p

Rr−df∗(
pAU )

and p
Rr−df!(

pAU ), and due to the degeneration of the perverse Leray spectral se-
quence, we obtain:

Corollary 3.6. We have natural isomorphisms

Hr(U, f ;A) ≃ H0
c(∆̃ρ;

p
Rr−df∗(

pAU )),

Hr
c(U, f ;A) ≃ H0

c(∆̃ρ;
p
Rr−df!(

pAU )).

Real oriented blow-up (2). We now give expressions which are independent of ρ≫ 0,
but depend on the choice of a projectivization of f . As these notions depend on the
direction of reaching f = ∞, we are led to considering a full projectivization f :

X → P1 of f , and it is easier for future computations to assume that the complement
D = X ∖ U is a divisor with normal crossings whose irreducible components are
smooth. We decompose D = H∪P , with P = f−1(∞) (the support of the pole divisor
of f) and H is the union of the remaining components. Note that D ∩X = H ∩X.
In such a case, we say that the full projectivization f : X → P1 of f is good.

In order to distinguish between directions when reaching the pole divisor P , it is
convenient to consider the real oriented blow-up of X along the components of P .
However, in order to treat the components P and H of D on an equal footing, and
to better understand Poincaré-Verdier duality, it is convenient to work with the real
oriented blowing-up ϖ : X̃ = X̃(D)→ X of all irreducible components of D, in which
polar coordinates are taken with respect to all components of D: near each point of D,
in local coordinates of X adapted to D, X̃ has the corresponding polar coordinates
normal to the components of D; for x belonging to exactly ℓ components of D, we
have ϖ−1(x) ≃ (S1)ℓ. Over A1, X̃(D) restricts to X̃(H ∩ X) already considered
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above. This is summarized in the following diagram:

(3)

X̃ϖ

tt
f̃

��

P̃?
_oo

tt

��

U

f

��

� � j // X

fX

��

� � κ // X

f

��

P? _oo

��

P̃1ϖ

tt

∂P̃1? _oo

ttA1 A1 �
�

// P1 ∞? _oo

where

• all rectangles are Cartesian except, in general, both involving (ϖ, f, f̃ ,ϖ);
• P̃1 is the real oriented blow-up of P1 at infinity; it is homeomorphic to a closed

disc with boundary ∂P̃1 = S1 (directions at infinity);
• X̃ is a manifold with corners and ϖ−1(D) =: ∂X̃ is its boundary; it contains

P̃ = ϖ−1(P ) = f̃−1(∂P̃1) as a closed subset.

Let us make explicit the map f̃ near a point x̃ of P . There exist local coor-
dinates (x1, . . . , xd) of X near x = ϖ(x̃) in which D = {x1 · · ·xℓ = 0} and
f(x1, . . . , xd) = x−m1

1 · · ·x−mℓ

ℓ , mj ⩾ 0. The corresponding coordinates are(
(ρj , e

iθj )j=1,...,ℓ, xℓ+1, . . . , xd
)
, with ϖ sending (ρj , e

iθj ) to xj = ρje
iθj , and

f̃((ρj , e
iθj )j=1,...,ℓ, xℓ+1, . . . , xd) =

( ℓ∏

j=0

ρ
−mj

j

)
· exp

(
−∑ℓ

j=0mjθj
)
.

The dichotomy compact support / no support condition is now replaced with the
dichotomy rapid decay /moderate growth. Let ∂mod P̃1 ⊂ S1 be the open half-circle
in the neighborhood of which which Re t is > 0 (i.e., e−t has moderate growth, equiv-
alently, rapid decay), and let ∂expP̃1 be the complementary closed half-circle (expo-
nential growth of e−t). Let also ∂expX̃ denote the pullback f̃−1(∂expP̃1), which is a
closed subset of P̃ . We then consider the following open subsets of the boundary ∂X̃:

• ∂mod X̃ = ∂X̃ ∖ ∂expX̃ is the open subset of ∂X̃ in the neighborhood of which
e−f has moderate growth (it contains ϖ−1(D ∖ P )),

• ∂rdX̃ = ∂X̃∖(ϖ−1(H)∪∂expX̃) is the open subset of ∂X̃ in the neighborhood of
which e−f has rapid decay; it is contained in ϖ−1(P ) and is also equal to P̃ ∖ ∂expX̃;
it also consists of points of P̃ in the neighborhood of which e−f has rapid decay,
equivalently moderate growth.

Singular cohomology with growth conditions of the pair (U, f). We consider the open
subsets of X̃:

Ũmod = U ∪ ∂mod X̃ and Ũrd = U ∪ ∂rdX̃.
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Definition 3.7 (see [23, (A.19)]). The singular cohomologies in degree r of the pair
(U, f) are defined as singular cohomology spaces with compact support:

Hr(U, f ;A) := Hr
c(Ũmod ;A) and Hr

c(U, f ;A) := Hr
c(Ũrd;A).

Since X̃ ∖ Ũmod = ∂expX̃, we can also interpret Hr(U, f ;A) as the relative coho-
mology space Hr(X̃, ∂expX̃;A). Similarly, we have

Hr
c(U, f ;A) ≃ Hr(X̃, ∂expX̃ ∪ϖ−1(H);A).

Proposition 3.8. The expressions of Hr(U, f ;A) and Hr
c(U, f ;A) of Definition 3.7 are

respectively naturally isomorphic to those of Lemma 3.3.

This shows in particular that the expressions of Definition 3.7 do not depend, up
to natural isomorphisms, of the projectivization f of f .

Proof. We will consider the perverse (r− d)-cohomology of the pushforward complex
Rf∗AU and Rf!AU . At this point, using perverse cohomology sheaves instead of
ordinary cohomology sheaves will simplify many arguments.

More precisely, let us set Ã1
mod = P̃1 ∖ ∂expP̃1 and let us denoting by α the open

inclusion A1 ↪→ Ã1
mod . The analogue of Proposition 3.4 holds:

Corollary 3.9. Let F be an A-perverse sheaf on A1. Then Hk
c (Ã1

mod ;F) = 0 for k ̸= 0

and the functor F 7→ H0
c(Ã1

mod ;Rα∗F) from Perv(A1;A) to Mod(A) is exact.

Proof. It is done by noticing that, for any constructible complex F on A1, the inclusion
∆̃ρ ⊂ Ã1

mod induces an isomorphism

Hk
c (Ã1

mod ;Rα∗F) ≃ Hk
c (∆̃ρ;F|∆̃ρ

) ∀k ∈ Z.

From this corollary we deduce the expressions

(4)
Hr(U, f ;A) ≃ H0

c(Ã1
mod ;Rα∗

p
Rr−df∗(

pAU )),

Hr
c(U, f ;A) ≃ H0

c(Ã1
mod ;Rα∗

p
Rr−df!(

pAU )),

which can be identified with those of Corollary 3.6, proving thereby Proposition 3.8.

Global vanishing cycles. We interpret Hr(U, f ;A) and Hr
c(U, f ;A) as A-modules of

global vanishing cycles for f . If we interpret U as the global Milnor ball and the
cohomology of the fiber f−1(t) for t ≫ 0 as the nearby cohomology at f = ∞, the
exact sequence

· · · → Hr−1(U ;A)→ Hr−1(f−1(t);A)→ Hr(U, f−1(t);A)→ Hr(U ;A)→ · · ·
can be interpreted as coming from the canonical morphism from nearby cycles at
infinity to vanishing cycles at infinity. This interpretation is furthermore justified by
the next proposition. Let us enumerate the ordered set Re(C) of real parts of the
elements of C in increasing order as a1 < a2 < · · · < aℓ.
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Proposition 3.10. Both Hr(U, f ;A) and Hr
c(U, f ;A) have a natural increasing filtration

indexed by {a1, . . . , aℓ} such that, for each i ∈ {1, . . . , ℓ}, we have

grai
Hr(U, f ;A) ≃ ⊕

c∈C
Re(c)=ai

Hr−1
(
f−1
X (c), ϕfX−c(Rj∗AU )

)
,

grai
Hr

c(U, f ;A) ≃
⊕
c∈C

Re(c)=ai

Hr−1
(
f−1
X (c), ϕfX−c(Rj!AU )

)
.

Proof. Let us start with a perverse sheaf F on A1 with singularities on C. We will
prove that the cohomology space H0

c(∆̃ρ;F) has a natural increasing filtration indexed
by {a1, . . . , aℓ} such that

(5) grai
H0

c(∆̃ρ;F) ≃ pϕciF.

For the sake of simplicity, we assume that each ai is the real part of a unique ci ∈ C
(otherwise, one replaces the map Re : C → R by the map Re+ε Im with ε > 0

small). Let us decompose ∆̃ρ as ∆̃ρ,<ai ⊔ ∆̃ρ,⩾ai , denoting thereby the intersection
of ∆̃ρ with the open half-plane Re(t) < ai, respectively closed half-plane Re(t) ⩾ ai.
These subsets have the same topology as ∆̃ρ, and we have a long exact sequence of
cohomology with compact support

(6) · · · −→ H0
c(∆̃ρ,<ai

;F) −→ H0
c(∆̃ρ;F) −→ H0

c(∆̃ρ,⩾ai
;F) −→ · · ·

We first claim that Hk
c (∆̃ρ;F) = 0 for k ̸= 0. Indeed, from this exact sequence and

by induction on #C, it is enough to prove this when #C = 1. In such a case, if ∆̃c is
a small disc centered at c ∈ C with a closed half-circle δc deleted on its boundary, we
have Hk

c (∆̃c;F) ≃ Hk
c (∆̃ρ;F). The cohomology long exact sequence associated with

the open/closed decomposition ∆c = ∆̃c ⊔ δc is then identified with that associated
with the shifted distinguished triangle of [47, (10.87)]

pψcF −→ pϕcF −→ i−1
c F[−1]

and one concludes with the property that pϕcF is concentrated in degree zero since
it is perverse on a point c (because the functor pϕc is t-exact, see Rem. 10.4.23 in
loc. cit.).

It follows that (6) is a short exact sequence and thus H0
c(∆̃ρ,<ai+1

;F)→ H0
c(∆̃ρ;F)

is an inclusion, defining a filtration by the formula H0
c(∆̃ρ;F)⩽ai

:= H0
c(∆̃ρ,<ai+1

;F).
The similar exact sequence with ∆̃ρ replaced with ∆̃ρ,<ai+1 shows that grai

H0
c(∆̃ρ;F)

is identified with H0
c(∆̃ρ,[ai,ai+1);F). The latter space is isomorphic to H0

c(∆̃ci ;F),
that we have already identified with pϕciF. This concludes the proof of (5).

Let us now come back to the statement of the proposition. The formulas of Corol-
lary 3.6 lead us to consider the perverse cohomology sheaves F =

p
Rr−df∗(

pAU ) and
F =

p
Rr−df!(

pAU ), and to apply the previous result to them. However, we are faced
to the problem of making the functor of vanishing cycles commute with pushforward
by f when f is not proper. This question is solved by Proposition 2.3.
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The Poincaré pairing. We now fix A = Q. In order to define the Poincaré pairing
between these Q-vector spaces, we make precise that Ũmod is relative to f , so we
denote it by Ũmod (f), and similarly Ũrd(f). Considering both f and −f , and thus
growth properties of e−f and ef , one checks that

Ũmod (f) ∩ Ũrd(−f) = U.

Assume that U is connected for simplicity. It follows that we have natural pairings
for r ∈ {0, . . . , 2d}:
(7) Hr(U, f ;A)⊗H2d−r

c (U,−f ;A) −→ H2d
c (U ;A) ≃ A.

Proposition 3.11 (Poincaré-Verdier duality). If A is a field, e.g. A = Q, then the above
pairings are nondegenerate.

Sketch of proof. One can give two proofs: one by computing on X̃ and the other
one by computing on P̃1 and using the commutation of Verdier duality with proper
pushforward. We will sketch the first one. The point is to compute the dualizing
complex on the manifold with corners X̃: one finds that it is the extension by zero
to X̃ of the shifted constant sheaf QU [2d]. Then the computation of the Verdier dual
of the shifted sheaf pQŨmod (f) (recall Notation 1.1(2)) is seen to be isomorphic to
pQŨrd(−f). The result is obtained by applying Verdier duality to the cohomology of
these sheaves.

Weight filtration. As a prelude to Hodge theory, let us consider the weight filtration on
these cohomology spaces. When f = 0, the Q-vector spaces Hr(U ;Q), Hr

c(U ;Q) come
naturally equipped with an increasing filtration, called the weight filtration (see [8]).

Given a W -filtered vector space (H,W•), we say that (H,W•) has weights ⩾ w,
resp. ⩽ w, if grWℓ H = 0 for ℓ < w, resp. ℓ > w. Furthermore, we define a filtration on
the dual vector space H∨ by Wℓ(H

∨) = (W<−ℓH)⊥ (with <− ℓ = −ℓ− 1), so that

grWℓ (H∨) ≃ (grW−ℓH)∨.

Therefore, (H,W•) has weights ⩾ w if and only if its dual (H∨,W•) has weights ⩽ −w.
We also define the Tate twist by n ∈ Z by the formula

(H,W•)(n) := (H,W•−2n).

In particular, it is known that Hr(U ;Q) has weights ⩾ r and Hr
c(U ;Q) has weights

⩽ r.
One can also define a weight filtration on the Q-vector spaces Hr(U, f ;Q),

Hr
c(U, f ;Q) as follows (although without referring to mixed Hodge structures).(2)

For that purpose, we make use of the theory of mixed Hodge modules (see [72], and
also [77]), which endows the perverse complexes p

Rr−df∗(
pQU ),

p
Rr−df!(

pQU ) with
an increasing weight filtration W• in the abelian category of perverse complexes, the

(2)This weight filtration should be thought of as an analogue of the weight filtration of the mixed
Hodge structure on the relative cohomology Hr(U, f−1(t);Q) with t fixed ; it should not be confused
with the (relative) monodromy weight filtration at the limit t → ∞.
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former having weights ⩾ r and the latter weights ⩽ r (in a sense similar to that for
vector spaces). One then define, by using the expressions (4),

WℓH
r(U, f ;Q) = image

[
H0

c(Ã1
mod ,Rα∗Wℓ

p
Rr−df∗(

pQU ))

−→ H0
c(Ã1

mod ,Rα∗
p
Rr−df∗(

pQU ))
]

and similarly for Hr
c(U, f ;Q) by replacing f∗ with f!. This expression simplifies if we

notice that the functor which associates to each perverse sheaf F on A1 the Q-vector
space H0

c(Ã1
mod ,Rα∗F) is exact. In view of Proposition 3.10, this is similar to the

exactness of the functor pϕt−c. It follows that, for each ℓ ∈ Z,

WℓH
r(U, f ;Q) ≃ H0

c(Ã1
mod ,Rα∗Wℓ

p
Rr−df∗(

pQU )),

grWℓ Hr(U, f ;Q) ≃ H0
c(Ã1

mod ,Rα∗gr
W
ℓ

p
Rr−df∗(

pQU )),

and similarly for Hr
c(U, f ;Q) by replacing f∗ with f!.

Corollary 3.12. The vector spaces Hr(U, f ;Q) and Hr
c(U, f ;Q) have respective weights

⩾ r and ⩽ r, and the vector space (middle cohomology)

Hd
mid(U, f ;Q) := image

[
Hd

c(U, f ;Q) −→ Hd(U, f ;Q)
]

is pure of weight d.

An ambiguity could occur in the second statement: which filtration do we put
on Hd

mid(U, f ;Q)? Is it image(W•H
d
c(U, f ;Q)) or W•H

d(U, f ;Q)) ∩ Hd
mid(U, f ;Q)?

Fortunately, both coincide: firstly, it follows from the theory of mixed Hodge modules
that, for any morphism F → G between W -filtered perverse sheaves underlying a
morphism of mixed Hodge modules, the equality image(W•F) = W•G ∩ image(F)

holds; secondly, by exactness of the functor F 7→ H0
c(Ã1

mod ,Rα∗F) for F perverse, the
previous equality passes through this functor.

Duality is also compatible with the weight filtration:

Theorem 3.13. The Poincaré-Verdier duality pairing of Proposition 3.11 induces an
isomorphism of W -filtered vector spaces:

(Hr
c(U, f ;Q),W•) ≃ (H2d−r(U,−f ;Q),W•)∨(d),

so that, for each ℓ ∈ Z, we have a nondegenerate pairing

grWℓ Hr
c(U, f ;Q)⊗ grW2d−ℓH

2d−r(U,−f ;Q) −→ Q.

Sketch of proof. The second proof of Proposition 3.11 would yield that, for a perverse
sheaf F on A1 with Verdier dual F∨, the natural pairing

H0
c(Ã1

mod (t);Rα∗F)⊗H0
c(Ã1

mod (−t);Rα∗F
∨) −→ C

is nondegenerate, where α denotes any of the open inclusions A1 ↪→ Ã1
mod (t) and

A1 ↪→ Ã1
mod (−t). The theory of mixed Hodge modules expresses the weight filtration

W•(F
∨) in terms of W•F, and this leads to the formulas of the theorem.
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3.2. Singular homology with growth conditions. We consider the real blow-up
space X̃ with its open subsets Ũrd ⊂ Ũmod (see Diagram (3)). Recall that, over A1,
we have

Ũrd|f̃−1(A1) = U, Ũmod |f̃−1(A1) = X̃|f̃−1(A1),

while Ũrd ∩ P̃ = Ũmod ∩ P̃ . The boundary of these open subsets are

∂Ũrd = Ũrd ∖ U = Ũrd ∩ ∂X̃, ∂Ũmod = Ũmod ∖ U = Ũmod ∩ ∂X̃.

The analogues of the homology Hr(U ;A) and the homology with closed support
(Borel-Moore) HBM

r (U ;A) are the following relative homology groups (see [23, App.]):

Hr(U, f ;A) := Hr(Ũmod , ∂Ũmod ;A), HBM

r (U, f ;A) := Hr(Ũrd, ∂Ũrd;A).

Proposition 3.14 (Intersection and period pairings, see [22, §2])
Assume that U is connected. The intersection pairings

Hr(U, f ;Q)⊗HBM

2d−r(U,−f ;Q) −→ H0(U ;Q) ≃ Q

are nondegenerate. Moreover, the period pairings

Hr(U, f ;Q)⊗Hr(U, f ;Q) −→ Q, Hr
c(U, f ;Q)⊗HBM

r (U, f ;Q) −→ Q

are nondegenerate and relate the intersection pairings with the Poincaré-Verdier pair-
ings.

3.3. Algebraic de Rham cohomology.

Algebraic de Rham cohomology of the pair (U, f). We now consider U with its Zariski
topology. The algebraic de Rham cohomology Hr

dR(U) of the variety U is by defi-
nition the hypercohomology on U of the algebraic de Rham complex (Ω•

U ,d), whose
terms are the sheaves of algebraic differential forms on U . In a similar way, we in-
troduce the algebraic de Rham cohomology Hr

dR(U, f) of the pair (U, f) as being the
hypercohomology of the twisted algebraic de Rham complex

(Ω
•
U ,d + df).

(The differential d + df can be regarded as the twisted differential e−f ◦ d ◦ ef , al-
though this expression is only meaningful in the analytic context.)

When f = 0, it is helpful to consider a good projectivization X of U and to
introduce the logarithmic de Rham complex (Ω•

X
(logD),d), where Ωk

X
(logD) is the

sheaf of logarithmic differential k-forms (these are the rational k-forms ω on X with
poles along D at most such that ω and dω have at most simple poles along D, see [8]).
Then the cohomology spaces Hr

dR(U) can be computed as the hypercohomology spaces
of the complex (Ω•

X
(logD),d). One advantage is that each term Ωk

X
(logD) is a locally

free sheaf of finite rank on the smooth projective variety X.
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Pursuing the analogy with Hr
dR(U), we introduce the Kontsevich complex of (U, f)

(see [19], [37], and the references therein): this is the complex(3)

(8) (Ω
•
f ,d + df),

where Ωk
f is the subsheaf of Ωk

X
(logD) consisting of logarithmic k-forms ω such that

df ∧ ω is still a logarithmic (k + 1)-form. In other words:

(9) Ωk
f = ker

[
df : Ωk

X
(logD) −→ Ωk+1

X
(∗D)/Ωk+1

X
(logD)

]
.

Away from P , this subsheaf coincides with Ωk
X
(logD). On the other hand, along P ,

it is a strictly smaller subsheaf: writing df as f ·df/f , we note that (df/f)∧ω is also
logarithmic, but the poles of f possibly introduce higher order poles of df ∧ω, so that
the condition required for ω is strong. However, one can compute the sheaves Ωk

f

in local analytic coordinates where f is written as the inverse of a monomial, and
show that they are locally OX -free (see [84]). For example, we have Ω0

f = OX(−P ),
where P is the pole divisor (with multiplicities) of f .

In the algebraic setting, the notion of de Rham cohomology with compact sup-
port Hr

dR,c(U) is also defined (see [29]) and it also has an expression in terms of a
logarithmic complex as the hypercohomology of the complex

(Ω
•

X
(logD)(−D),d).

The termwise wedge product

Ωk
X
(logD)⊗ Ωℓ

X
(logD)(−D) −→ Ωk+ℓ

X
(logD)(−D) ↪−→ Ωk+ℓ

X

is compatible with differentials and, for ℓ ⩾ 0, identifies Ωℓ
X
(logD)(−D) with the

Serre dual ωX ⊗ (Ωd−ℓ

X
(logD))∨. It provides thus, for each r, by passing to complexes

and their hypercohomologies, a nondegenerate pairing (de Rham pairing)

Hr
dR(U)⊗C H2d−r

dR,c (U) −→ H2d
dR(X) ≃ C.

In an analogous way (see [84]), the termwise wedge product

Ωk
f ⊗ Ωℓ

−f (−D) −→ Ωk+ℓ

X
(logD)(−D) ↪−→ Ωk+ℓ

X

is compatible with the differentials d+df, d−df and, for ℓ ⩾ 0, identifies the Serre dual
Ωℓ

−f (−D) with ωX ⊗ (Ωd−ℓ
f )∨. It provides thus, for each r, by passing to complexes

and their hypercohomologies, a nondegenerate pairing (de Rham pairing)

Hr
(
X, (Ω

•
f ,d + df)

)
⊗C H2d−r

(
X, (Ω

•
f (−D),d− df)

)
−→ C.

We can interpret this pairing according to the following result (see [19]).

(3)For the sake of simplicity, we simply denote by f the morphism denoted above by f . The notation
Ω•

X
(logD, f) is used in [37].
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Theorem 3.15.
(1) Restriction to U induces isomorphisms for all r ∈ N:

Hr
dR(U, f) ≃ Hr

(
X, (Ω

•
f ,d + df)

)
,

Hr
dR,c(U, f) ≃ Hr

(
X, (Ω

•
f (−D),d + df)

)
.

(2) For each r ∈ N, the natural pairing that one deduces from these identifications
is nondegenerate:

Hr
dR(U, f)⊗C H2d−r

dR,c (U,−f) −→ H2d
dR(X) ≃ C.

Remark 3.16. At this step, one can avoid the use of the Kontsevich complex and simply
consider the usual logarithmic de Rham complex on X = X ∖ P with respect to the
divisor H = D∖P . One can replace in the statement of Theorem 3.15 the Kontsevich
complexes with

(Ω
•
X(logH),d + dfX) and (Ω

•
X(logH)(−H),d + dfX)

respectively (see [19, Cor. 1.4.3] and [66, Lem. 2.8]). However, the role of the pole
divisor will be emphasized when considering the irregular Hodge filtration.

Grothendieck’s comparison isomorphisms

Hr
dR(U) ≃ Hr(Uan;Q)⊗ C, Hr

dR,c(U) ≃ Hr
c(U

an;Q)⊗ C

can be extended in the following way (much details are given in [22, §2]):

Theorem 3.17. We have natural isomorphisms

Hr
dR(U, f) ≃ Hr(U, f ;Q)⊗ C, Hr

dR,c(U, f) ≃ Hr
c(U, f ;Q)⊗ C

which transform the de Rham pairing into the Poincaré-Verdier duality pairing.

Remark 3.18. One can regard Theorem 3.17, together with Proposition 3.10, as giving
an algebraic formula for the total dimension of the (r− 1)-st hypercohomology of the
complexes of vanishing cycles ϕfX−c(Rj∗QU ) and ϕfX−c(Rj!QU ) on X when c varies
in A1. Is it possible to obtain an algebraic formula when replacing these complexes
with the complex ϕf−c(QU )? This would amount to replacing any of the former
complexes with their image by the functor Rj∗j

−1. We will find such an expression
in Theorem 4.23.

3.4. Irregular mixed Hodge theory.

The irregular Hodge filtration. Continuing the analogy between the cohomologies
Hr(U) and Hr(U, f), let us recall, after [8], that the filtration by “stupid” truncation
(“filtration bête”) of the logarithmic de Rham complex (Ω•

X
(logD),d) is the filtration

F p(Ω
•

X
(logD),d) =

{
0→ · · · → 0→ Ωp

X
(logD)→ · · · → Ωd

X
(logD)→ 0

}
,

and, for each p and r, the natural morphism

Hr
(
X,F p(Ω

•

X
(logD),d)

)
−→ Hr

dR(U)
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is injective, with image defining the decreasing filtration F •Hr
dR(U). This is the Hodge

filtration of a mixed Hodge structure on Hr(Uan,Q), and we have for each r⩾0 a
decomposition

Hr
dR(U) ≃ ⊕

p⩾0

grpFH
r
dR(U) ≃ ⊕

p+q=r
Hq(X,Ωp

X
(logD)).

Similar properties hold for the cohomology with compact support

Hr
dR,c(U) = Hr

(
X, (Ω

•

X
(logD)(−D),d)

)
.

It is therefore tempting to consider the filtration by stupid truncation on the Kont-
sevich complex (8). Before doing so, let us note a new phenomenon that appears in
the context of a pair (U, f). Indeed, the pole divisor of f contains information that
has not been exploited. Recall that P denotes the (non-reduced) divisor f∗(∞)

with support P . For any a ∈ Q, we can consider the integral part ⌊aP ⌋, that is, if
P =

∑
imiPi with Pi reduced, we set ⌊aP ⌋ = ∑

i⌊ami⌋Pi. The family of divisors
⌊αP ⌋ with a ∈ Q is increasing, and there exists a finite set A of rational numbers in
[0, 1) such that the jumps occur at most for a ∈ A+Z (since the jumps occur at most
when the denominator of a divides some mi). Multiplication by f sends OX(⌊aP ⌋) to
OX(⌊(a+1)P ⌋). On noting that df = f ·df/f and that both d and df/f preserve log-
arithmic poles along D, we can consider the Kontsevich-Yu complex (Ω•

f (α),d+df),
for each α ∈ A, with a definition similar to (9), that is,

(10) Ωk
f (α) = ker

[
df : Ωk

X
(logD)(⌊αP ⌋)→ Ωk+1

X
(∗D)/Ωk+1

X
(logD)(⌊αP ⌋)

]
.

The properties previously recalled for the logarithmic de Rham complex extend to
the Kontsevich complex.

Theorem 3.19 ([19]).
(1) For each α ∈ A, the inclusion

(Ω
•
f ,d + df) ↪−→ (Ω

•
f (α),d + df)

is a quasi-isomorphism, leading to an identification

Hr
(
X, (Ω

•
f ,d + df)

)
= Hr

(
X, (Ω

•
f (α),d + df)

)
.

(2) Furthermore, for each α ∈ A, p ⩾ 0 and r ⩾ 0, the natural morphism

Hr
(
X,F p(Ω

•
f (α),d + df)

)
−→ Hr

dR(U, f)

is injective, with image defining the decreasing filtration F •
irr,αH

r
dR(U, f). For each r,

we have a decomposition

Hr
dR(U, f) ≃

⊕
p⩾0

grpFirr,α
Hr

dR(U, f) ≃
⊕

p+q=r
Hq(X,Ωp

f (α)).

(3) A similar result holds for the Kontsevich-Yu complex “with compact support”
(Ω•

f (α)(−D),d + df).

Let us emphasize that, for each α ∈ A, the only interesting exponents of F •
irr,α

belong to {0, . . . , d} in the sense that grpFirr,α
= 0 for p not in this set.
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Remark 3.20 (Filtration indexed by Q). The filtrations F •
irr,αH

r
dR(U, f) and F •

irr,αH
r
dR,c(U, f)

also have an expression in terms of the twisted meromorphic de Rham complex
(see [84]), which makes clear that these filtrations increase with α, so that we
can regard all of them as forming a decreasing filtration F p

irrH
r
dR(U, f) indexed by

p = p− α ∈ −A+ Z ⊂ Q by setting

F p
irrH

r
dR(U, f) = F p−α

irr Hr
dR(U, f) := F p

irr,αH
r
dR(U, f)

for each α ∈ A and p ∈ Z, and similarly with compact support. This filtration is
called the irregular Hodge filtration of Hr

dR(U, f), resp. Hr
dR,c(U, f). More precisely,

J.-D. Yu [84] (see also [19, Cor. 1.4.5]) considers the complex

0 −→ OX

d + df−−−−−−→ Ω1
X
(logD)(P ) −→ · · · −→ Ωd

X
(logD)(dP ) −→ 0

filtered by the subcomplexes F p
Yu with p ∈ Q⩾0:

0 −→ OX(⌊(−p)+P ⌋) −→ Ω1
X
(logD)(⌊(1− p)+P ⌋) −→ · · ·

−→ Ωd
X
(logD)(⌊(d− p)+P ⌋) −→ 0,

where (a)+ := max(a, 0) and, for a ∈ Q, ⌊aP ⌋ has been defined above. J.-D.Yu
shows that Hr

dR(U, f) is the hypercohomology of the latter complex and that
F p
irrH

r
dR(U, f) is the filtration induced by the subcomplex F p

Yu. As a consequence,
we have grpFirr

Hr
dR(U, f) = 0 for p < 0 (the expression in terms of the Kontsevich

complex only yields vanishing for p ⩽ −1).

Such a theorem was already envisioned by Deligne in 1984 (see [10]) in the case
where dimU = 1.

As in the case of the Hodge filtration on Hr
dR(U) and Hr

dR,c(U), the irregular Hodge
filtration behaves well with respect to the nondegenerate pairing of Theorem 3.15(2).
If (H,F •) is a filtered finite dimensional C-vector space (with a filtration indexed by
p ∈ −A+Z ⊂ Q), we denote by grpFH the quotient space F pH/F>pH, where “>p” is
the successor of p in −A+ Z. We define a filtration on the dual space H∨ by setting
F p(H∨) = (F>−pH)⊥ (orthogonality taken with respect to the tautological pairing
H ⊗H∨ → C). It follows that grpF (H

∨) ≃ (gr−p
F H)∨. On the other hand, we define

the Tate twist, for n ∈ Z, by the formula

(H,F
•
)(n) := (H,F

•−n),

so that, for each p, we have grpF (H(n)) = grp−n
F (H).

Theorem 3.21 ([84, Th. 2.2]). The de Rham duality pairing of Theorem 3.15(2) induces
an isomorphism of filtered vector spaces (indexed by −A+ Z ⊂ Q):

(Hr
dR,c(U, f), F

•
irr) ≃ (H2d−r

dR (U,−f), F •
irr)

∨(d),

so that, for each p ∈ −A+ Z, we have a nondegenerate pairing

grpFirr
Hr

dR(U, f)⊗ grd−p
Firr

H2d−r
dR,c (U,−f) −→ C.
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From Remark 3.20 we deduce that grpFirr
Hr

dR(U, f) = 0 for p /∈ [0, d] ∩ Q, and a
similar property for grpFirr

Hr
dR,c(U, f).

Some examples. The Thom-Sebastiani property allows for simple computations: set
for example U = Gd

m and f = x1 + · · · + xd; then Hr
dR(Gd

m, f) = 0 for r ̸= d

and dimHd
dR(Gd

m, f) = 1 with irregular Hodge filtration jumping at d only (see [21,
(A.23)]).

On the other hand, it can happen that the jumping indices of the irregular Hodge
filtration of Hr

dR(U, f) are integers and, even more, that Hr
dR(U, f) is isomorphic to

the cohomology of some algebraic variety in such a way that the irregular Hodge
filtration of Hr

dR(U, f) corresponds to that of the canonical mixed Hodge structure
on the latter cohomology. In such a case, the computation of the irregular Hodge
numbers can be easier than a direct computation of the Hodge numbers of this mixed
Hodge structure.

For example, if U = A1
t × V and f = t · g, where g : V → A1 is a regular function,

then Hr
dR,c(U, f) ≃ Hr−2

dR,c(g
−1(0)) and the irregular Hodge filtration of the left-hand

side corresponds to the Hodge filtration of the mixed Hodge structure on the right-
hand side Tate-twisted by −1 (see [21, Ex. A.27]).

If g is defined by means of Thom-Sebastiani sums, the computation can be sim-
plified. Let us mention one remarkable computation obtained in this way by Y. Qin
[57], extending that made in [21].

Let k be an integer ⩾ 1 and let us consider the case of the k-fold Thom-Sebastiani
sum gk : V k → A1 of a regular function g : V → A1—i.e., for (x1, . . . , xk) ∈ V ,
gk(x1, . . . , xk) =

∑k
i=1 g(xi)—and the corresponding hypersurface

Hk(g) = {gk = 0} ⊂ V k.

The symmetric group Sk acts on V k and preserves Hk(g), and we are interested
in computing the Hodge numbers of the isotypical component Hr

dR(Hk(g), gk)
σ with

respect to the signature character σ of Sk.
Y. Qin considered, as in [21], the case of the function

g : Gd
m −→ A1

(y1, . . . , yd) 7−→ y1 + · · ·+ yd +
1

y1 · · · yd
.

In Arithmetic, the function g is at the source of the generalized Kloosterman sums, and
in Mirror symmetry it plays the role of the mirror of Pd. There is a supplementary
action of the group µ2 = {±1} on Hk(g) induced by (y1, . . . , yd) 7→ ±(y1, . . . , yd),
and we are interested in the invariant part with respect to this action. We denote by
χ : Sk×µ2 → {±1} ⊂ C∗ the corresponding character σ ·Id. Y.Qin has given a closed
formula for the Hodge numbers of the (dk+1)-pure part of Hdk−1

c

(
Hk(g)

)χ
(−1), which

extends one obtained in [21] when d = 1, both proved by means of computation of
irregular Hodge numbers.
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Theorem 3.22 (Y. Qin). Assume that gcd(k, d+1) = 1. Then, for p ⩽ dk/2, the Hodge
numbers hp,dk+1−p of the Tate-twisted Hodge structure grWdk+1

[
Hdk−1

c

(
Hk(g)

)χ
(−1)

]

are the coefficients of tpxk in the power series expansion of

(1− t)td+1

(1− td+1)(1− x)(1− tx) · · · (1− tdx) ,

and for p > dk/2, they are obtained by duality hp,dk+1−p = hdk+1−p,p.

The weight filtration. On the de Rham cohomology spaces Hr
dR(U), the weight filtra-

tion is induced by a filtration of the de Rham complexes: for a logarithmic form (of
some degree), the weight is the number of components of D along which the form
as a pole. On the other hand, the weight filtration on Hr

dR(U, f) cannot be defined
as simply as in the case where f = 0 since the pole set P disturbs the notion of
pole of a logarithmic form. We define it in a different way, that can also be used
in the case where f = 0. As in the topological setting, we make use of the theory
of mixed Hodge modules [72] and we compute Hr

dR(U, f) and Hr
dR,c(U, f) by means

of the de Rham complex of the regular holonomic DA1 -modules M corresponding to
the perverse complexes p

Rr−df∗(
pQU ) and p

Rr−df!(
pQU ) respectively. Given such a

module M , that we regard as a quasi-coherent OU -module with a connection ∇, one
shows that the twisted de Rham complex

M
∇+ dt−−−−−−→ Ω1

A1 ⊗M
has nonzero cohomology in degree 1, only giving rise to an exact functor

M 7−→ H1
dR

(
A1, (Ω

•
A1 ⊗M,∇+ dt)

)

from regular holonomic DA1-modules to C-vector spaces. When M underlies a mixed
Hodge module, it is endowed with a weight filtration W•M by regular holonomic
submodules, and we set

W•H
1
dR

(
A1, (Ω

•
A1 ⊗M,d + dt)

)
= H1

dR

(
A1, (Ω

•
A1 ⊗W•M,d + dt)

)
,

in a way similar to the topological case. In this way, we obtain a weight filtration for
Hr

dR(U, f) and Hr
dR,c(U, f). Let us emphasize that, in general, contrary to the example

above, (F •
irr,W•) do not form a mixed Hodge structure of Hr(U, f) or Hr

dR,c(U, f).

4. Monodromy properties of a pair (U, f)

While the purpose of Section 3 was to extend as much as possible cohomological
properties of U (i.e., pairs, (U, 0)) to such properties for any pair (U, f), we consider
in this section properties that do not exist (i.e., are trivial) when f ≡ 0, and which are
related to monodromy. A non trivial monodromy operator may occur around each
critical fiber, that is, a fiber of f above a typical or atypical critical value, i.e., any
point of the bifurcation set B(f) (see Theorem 2.1), and it also may occur around
the “fiber at infinity”. However, mimicking now the local properties of critical points,
we aim at defining a global vanishing space with monodromy that takes into account



26 C. SABBAH

all critical values at the same time, including ∞, so that it is not just the direct
sum over all (typical or atypical) critical values of f at finite distance. Furthermore,
when considering complex coefficients, we will produce an algebraic formula for these
vanishing cycles, similar in spirit to the expression discovered by Brieskorn in the case
of an isolated singularity of hypersurface, in terms of the Gauss-Manin system and
the Brieskorn lattice. This algebraic formula is obtained via the consideration of the
twisted de Rham complex with parameter.

4.1. Monodromy on global vanishing cycles attached to (U, f). From the
initial description of the global vanishing cycle space Hr(U, f ;A) = Hr(U, f−1(ρ);A)

for ρ ≫ 0 in Section 3.1, one obtains that this space carries a monodromy operator
produced by rotating the fiber f−1(ρ), that is, by considering the locally constant sheaf
on the circle S1 with stalk at eiθ equal to Hr(U, f−1(ρeiθ);A) (recall the choice 3.1).
This description does neither make clear the relation with the Poincaré-Verdier duality
pairing of Proposition 3.11 nor with the supplementary structure that is produced on
this locally constant sheaf by the critical values of f . We will thus give a family of
isomorphic descriptions of this space by rotating f and considering the rotation angle
as a new parameter of the description.

For any θ ∈ S1, let us consider the pair (U, e−iθf) and its global vanishing cycle
spaces. Recalling that ∆̃ρ is pictured in Figure 1, let us rotate it by setting

(11) ∆̃⩽∞
ρ :=

⊔
θ

eiθ∆̃ρ ⊂ S1 ×∆ρ,

with projections p : ∆̃⩽∞
ρ → S1 and q : ∆̃⩽∞

ρ → ∆ρ. Due to the choices 3.1, one
easily proves:

Lemma 4.1. There exists a semi-analytic Whitney stratification S̃ρ of Z̃ρ :=

(Id×f̃)−1(∆̃⩽∞
ρ ) ⊂ S1 ×X such that

(1) Zρ := (Id×f)−1(∆̃⩽∞
ρ ) ⊂ S1 × U is a union of strata,

(2) and for each stratum S̃ of S̃ρ, the map p ◦ (Id×f̃)|S̃ : S̃ → S1 is a submersion.

Since the morphism (Z̃ρ, S̃) → (S1,T) is stratified with T having the only stra-
tum S1, and due to the T-constructibility of the complexes Rf∗AZ̃ρ

, Rf!AZ̃ρ
,

Rf∗AZρ
, Rf!AZρ

(see e.g. [47, Th. 10.2.6]), that is, the local constancy of their
cohomologies, it follows that the spaces Hr(f̃−1(eiθ∆̃ρ);A) ≃ Hr(U, e−iθf ;A),
resp. Hr

c(f
−1(eiθ∆̃ρ);A) ≃ Hr

c(U, e
−iθf ;A), glue as a local system on S1 when θ

varies. If we make use of the correspondence between local systems of A-modules
of finite type on S1 and pairs consisting of an A-module of finite type together
with an automorphism, we are entitled to consider the previous local systems as the
“vanishing cycle spaces of (U, f) at infinity”.

Definition 4.2. The local system of global vanishing cycles of the pair (U, f) are the
local systems Φ̃r

∞(U, f) and Φ̃r
∞,c(U, f) with respective fibers Hr(U, e−iθf ;A) and

Hr
c(U, e

−iθf ;A) at θ ∈ S1.
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Remark 4.3.

(1) To any perverse complex F on A1 with singular set C, one can associate sim-
ilarly a local system Φ̃∞(F) := p!(q

−1F) on S1 whose fiber at θ is H0
c(e

iθ∆̃ρ;F).
Note that, applying the commutativity of Rp! with restriction to θ and Proposition
3.4, the higher direct images Rkp!(q

−1F) vanish for k ⩾ 1. One recovers Φ̃r
∞(U, f),

resp. Φ̃r
∞,c(U, f), by setting F =

p
Rr−df∗AU , resp. F =

p
Rr−df!AU .

(2) By replacing ∆ρ by a small closed disc centered at c ∈ C, one defines similarly
the local system p̃ϕcF.

These local systems can be nontrivial: when expressing these spaces in terms of
perverse sheaves F as in Corollary 3.6, what we are doing is to rotate the picture in
Figure 1 with respect to its center, and the support of a cohomology class H0

c(∆̃ρ;F)

could intersect the open interval (π/2, 3π/2) at the boundary ∆̃ρ, so that it does not
remain with compact support in eiθ∆̃ρ for some θ.

The question that remains is to relate these global vanishing cycle spaces with
monodromy to the local ones with monodromy, as in Proposition 3.10. The new phe-
nomenon that occurs is that the terms of the filtration considered in Proposition 3.10
do not glue as local systems on S1. Let us explain why. When a ∈ R is fixed and θ

varies, some elements of e−iθC may enter or leave the subset ∆̃ρ ∩ {Re(t) < a} so
that the dimension of the cohomology space

H0
c(∆̃ρ ∩ {Re(t) < a};Fθ),

with Fθ =
p
Rr−d(e−iθf)∗(

pAU ) or p
Rr−d(e−iθf)!(

pAU ), changes at θo.
We need to adapt the notion of filtration in order to take into account such a

phenomenon, which is very similar to that occurring in the asymptotic theory of dif-
ferential equations near an irregular singular point, as explained e.g. in [83] and [44].
We develop in the Section 4.3 the general framework of such Stokes-filtered local sys-
tems, that we will first introduce in the case of a pair (U, f). Let us emphasize that,
instead of indexing the filtration by R with its natural order, we index the filtration
by C that we equip with a partial order depending on θ.

4.2. The Stokes filtration attached to a pair (U, f). Let (U, f) be as in Section 3.
We recognize in the expressions of Corollary 3.6 for Hr(U, f) and Hr

c(U, f) the fiber
at θ = π of Φ̃∞(F) with the perverse sheaf F being respectively p

Rr−df∗(
pAU ) and

p
Rr−df!(

pAU ) (see Remark 4.3). We will define the Stokes filtration on Φ̃r
∞(U, f) and

Φ̃r
∞,c(U, f) by means of such an identification. We thus treat the general case of an

A-perverse sheaf F on A1 with critical set C. For the application to the pair (U, f),
one can use expressions similar to those of Lemma 3.3, but for proving the Stokes
properties, it is easier to work on A1 with a perverse sheaf F, as we did in Proposition
3.10.
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To a perverse sheaf F of A-modules on A1 with singular set C we will attach a family
indexed by c ∈ C of nested subsheaves(4) Φ̃∞(F)<c ⊂ Φ̃∞(F)⩽c of the local system
Φ̃∞(F). We intend that this family of subsheaves satisfies the properties defining a
Stokes filtration that will be analyzed with more details in the next section.

Let us first define a partial order on C depending on θ ∈ S1 by the formula

(12) c′ ⩽θ c if c′ = c or c′ ̸= c and arg(c′ − c) ∈ θ + (π/2, 3π/2) mod 2π,

and c′ <θ c means c′ ̸=c and c′ ⩽θ c. For example, if θ=0, c′ <0 c means Re(c′−c)<0.
The subsheaves Φ̃∞(F)<c ⊂ Φ̃∞(F)⩽c should satisfy the following properties:

(1) for each θ ∈ S1, the germs of Φ̃∞(F)<c, Φ̃∞(F)⩽c at θ satisfy

c′ <θ c =⇒ Φ̃∞(F)⩽c′,θ ⊂ Φ̃∞(F)<c,θ;

(2) each quotient sheaf grcΦ̃∞(F) := Φ̃∞(F)⩽c/Φ̃∞(F)<c is a locally constant sheaf
of A-modules;

(3) for any θ and any c ∈ C, there exists an isomorphism (possibly depending
on θ) of germs at θ: Φ̃∞(F)⩽c,θ ≃

⊕
c′⩽θc

grc′Φ̃∞(F)θ, in a way compatible with the
inclusions in Item 1.

These nested subsheaves are obtained from the following geometric construction.
For each θ ∈ S1, we set ∆̃ρ,θ = eiθ∆̃ρ, and for each c ∈ C, we define two nested open
subsets ∆̃<c

ρ,θ ⊂ ∆̃⩽c
ρ,θ of ∆̃ρ as pictured in Figure 2:

• ∆̃<c
ρ,θ is the intersection of ∆̃ρ,θ with the open half-plane having the line passing

through c and of direction θ ± π/2 as boundary, and which contains the point of
argument θ + π on ∂∆̃ρ,θ;

• ∆̃⩽c
ρ,θ is the union of ∆̃<c

ρ,θ and ∆̃c,θ.

Of course, this definition can be made for any c in the interior of ∆ρ, but only c ∈ C
will matter. From now on, we denote by ∆̃<c

ρ and ∆̃⩽c
ρ the union over θ ∈ S1 of these

subsets. We have a diagram

∆̃<c
ρ ⊂ ∆̃⩽c

ρ ⊂ S1 ×∆ρ

q
//

p
��

∆ρ

S1

We set F̃ = q−1F. Correspondingly, we consider the pair of nested subsheaves of
Φ̃∞(F):

Φ̃∞(F)<c = p!(F̃∆̃<c
ρ
) ⊂ Φ̃∞(F)⩽c = p!(F̃∆̃

⩽c
ρ
) ⊂ Φ̃∞(F) = p!(F̃∆̃

⩽∞
ρ

),

where we recall that F̃∆̃<c
ρ

denotes the extension by zero of the sheaf-theoretic restric-

tion F̃|∆̃<c
ρ

(if c /∈ C, we have Φ̃∞(F)<c = Φ̃∞(F)⩽c). We note that (by using base

(4)These subsheaves are not local systems.
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•

•

θ + π •

•

•

•

C

θ

c

•

θ + π •

•

•

•

C

θ

•c

∆̃<c
ρ, θ ∆̃6c

ρ, θ

Figure 2.

change under a proper morphism) the derived pushforwards

Rjp!(F̃∆̃<c
ρ
) and Rjp!(F̃∆̃

⩽c
ρ
)

are zero for j ̸= 0 (see the proof of Proposition 4.6). We also note that

Φ̃∞(F)<c = p!(A∆̃<c
ρ
⊗ Φ̃∞(F)), Φ̃∞(F)⩽c = p!(A∆̃

⩽c
ρ
⊗ Φ̃∞(F)).

Proposition 4.4. The family of pairs of nested subsheaves

(Φ̃∞(F)<c, Φ̃∞(F)⩽c)c∈C

of the local system Φ̃∞(F) satisfy the properties 1–3 of a Stokes filtration and moreover
we have an identification grcΦ̃∞(F) ≃ p̃ϕcF for each c ∈ C.

(See Remark 4.3(2) for the definition of p̃ϕcF.)

Proof. We start with Item 2 of the definition of a Stokes filtration, and we compute
the sheaf grcΦ̃∞(F). We set ∆̃′

c = ∆̃⩽c
ρ ∖ ∆̃<c

ρ . (See Figure 3.)

c•

∆̃c,θ∆̃′
c,θ

•c

Figure 3. Stalks of ∆̃′
c and ∆̃c at θ

From the exact sequence of sheaves

0 −→ A∆ρ,<c
−→ A∆ρ,⩽c

−→ A∆̃′
c
−→ 0

we deduce that grcΦ̃∞(F) ≃ p!(F̃∆̃′
c
). An easy computation on the stalks together with

the vanishing lemma 3.5 shows that p!(A∆̃c∖∆̃′
c
⊗ F̃) = 0, leading to the isomorphism

grcΦ̃∞(F) ≃ p̃ϕcF.
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For Item 1, one notices that, for c′ ̸= c, the inequality c′ <θ c is equivalent to the
inclusion ∆ρ,⩽c′,θ ⊂ ∆ρ,<c,θ. Since proper pushforward commutes with base change,
the exact sequence

(13) 0 −→ A∆ρ,⩽c′ −→ A∆ρ,<c
−→ A∆ρ,<c∖∆ρ,⩽c′ −→ 0

together with Lemma 3.5, leads to the exact sequence (with an obvious notation)

(14) 0 −→ Φ̃∞(F)⩽c′,θ −→ Φ̃∞(F)<c,θ −→ Φ̃∞(F)c′<•<c,θ −→ 0,

hence the filtration property.
Verification of Item 3 follows by induction on c with respect to the order at θ.

Remark 4.5 (Stokes filtration of a strongly perverse sheaf). Assume that F is strongly
perverse (see Section 2.2). Then each p̃ϕcF is a local system of free A-modules of finite
rank by Lemma 2.2, and thus so is Φ̃∞(F). Furthermore, Φ̃∞(F)<c and Φ̃∞(F)⩽c are
torsion-free.

4.3. The notion of a Stokes-filtered local system. We develop the general prop-
erties of a Stokes filtration, that we can apply to that attached to Hr(U, f/u;A) and
Hr

c(U, f/u;A).
The notion of a Stokes filtration as considered here has been introduced by Deligne

[9]; in [44, Chap. XII], Malgrange explains it in the framework of differential equa-
tions. See also [63] for a more expanded version.

Stokes filtration. This section takes up [31, §§2& 3], with the difference that we work
over the ring A and we do not make use of complex conjugation, which has to be read
here as the identity in loc. cit.

We fix a finite set C ⊂ A1. Recall the partial order (12) on C. For each pair
c′ ̸= c ∈ C, there are exactly two values of θ mod 2π, say θc,c′ and θ′c,c′ , such that c
and c′ are not comparable at θ, namely θc,c′ = arg(c− c′)− π/2 and θ′c,c′ = θc,c′ + π.
These values are called the Stokes arguments (or directions) of the pair (c, c′). For
any θ in one component of S1∖{θc,c′ , θ′c,c′}, we have c <θ c

′, and the reverse inequality
for any θ in the other component. We denote these open intervals in S1 by S1

c<c′ and
S1
c′<c respectively.
Let L be a sheaf of A-modules on S1 and, for each c ∈ C, let L<c ⊂ L⩽c ⊂ L

be of a pair of nested subsheaves of A-modules. We set grcL = L⩽c/L<c and
grL =

⊕
c∈C grcL . We say that grL underlies a graded Stokes-filtered local system

if each grcL is a locally constant sheaf of A-modules. The graded Stokes filtration
on grL is the family of pairs (grL )<c ⊂ (grL )⩽c ⊂ grL of nested subsheaves of
A-modules defined by (see Notation 1.1(2))

(15) (grL )<c =
⊕
c′∈C

(grc′L )S1
c′<c

, (grL )⩽c = (grL )<c ⊕ grcL .

Definition 4.6 (Stokes filtration and Stokes-filtered local system)
A Stokes filtration indexed by C on a sheaf L of A-modules consists of a family

of pairs L<c ⊂ L⩽c ⊂ L of nested subsheaves of A-modules such that
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(1) for each θ ∈ S1, the germs of L<c,L⩽c at θ satisfy

c <θ c
′ =⇒ L⩽c,θ ⊂ L<c′,θ;

(2) each quotient sheaf grcL = L⩽c/L<c is a locally constant sheaf of A-modules;
(3) in the neighborhood of each θ ∈ S1, there exists an isomorphism L ≃ grL

compatible with the family of nested subsheaves, where grL is equipped with that
defined by (15).

We denote these data as a pair (L ,L•), which is called a Stokes-filtered local
system indexed by C, and the family (L<c,L⩽c)c∈C a Stokes filtration of L . Indeed,
as a consequence of Items 2 and 3, L is a locally constant sheaf of A-modules.

If C1 ⊃ C is a finite subset containing C, one can naturally extend the Stokes
filtration L• indexed by C to one indexed by C1 in such a way that, for any c ∈ C1∖C,
the local system grcL is zero.

A morphism λ : (L ,L•)→ (L ′,L ′
•) of Stokes-filtered local systems is a morphism

of local systems compatible with the families of nested subsheaves (due to the remark
above, one can assume that both Stokes filtrations are indexed by the same set C).

Let us state the main properties of Stokes-filtered local systems that we use. By a
C-good open interval I ⊂ S1, we mean an open interval containing exactly one Stokes
argument for each pair c ̸= c′ in C. Such an interval is thus of length > π. As
an example of a C-good open interval we can take the image in S1 of an interval
(θo − ε, θo + π + ε), for θo arbitrary and ε > 0 small enough, and one can enlarge
it by pushing on the left and on the right the boundary points to the next Stokes
arguments.

Proposition 4.7 (see [43, §5] and [63, Chap. 3]). Let (L ,L•) be a Stokes-filtered local
system indexed by C.

(1) On any C-good open interval I ⊂ S1, there exists a unique splitting L|I ≃⊕
c grcL|I compatible with the Stokes filtrations.
(2) Let λ : (L ,L•) → (L ′,L ′

•) be a morphism of Stokes-filtered local systems
indexed by C. Then, for any C-good open interval I ⊂ S1, the morphism λ|I is
graded with respect to the splittings in (1).

(3) The category of Stokes-filtered local systems (L ,L•) is abelian.

Sketch of proof. Let us start with Item 1. Let I ̸= S1 be any strict open interval in S1

and assume that a splitting of L |I exists, that is, a morphism λ :
⊕

c grcL |I
∼−→ L |I

compatible with the Stokes filtrations and whose associated graded morphism is the
identity. Let us set C = {c1, . . . , cn} and let λi : grciL |I → L⩽ci |I be the restriction
of λ to grciL |I . Another lifting can be obtained as follows. For j ∈ {1, . . . , n} we
denote j <I i if cj <θ ci for any θ ∈ I. For any i, j with j <I i, let ψji : grciL |I →
grcjL |I be any morphism of (constant) local systems of A-modules. Then λ̃ with
restriction for each i given by λ̃i = λi +

∑
j<I i

λj ◦ψji defines another splitting on I,
and any other splitting on I is obtained like this. The condition j <I i implies that
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there is no Stokes argument for the pair (ci, cj) in I. It follows that, if I contains one
Stokes argument for each pair (ci, cj), a splitting on I, if it exists, is unique.

We now show that a splitting exists on any interval I which satisfies:
(∗) I contains at most one Stokes argument for each pair c ̸= c′ ∈ C.
The proof is by induction on the number of such Stokes arguments in I. One first
notes that if a splitting exists on I, it can be extended to any J ⊃ I provided that J
contains the same Stokes argument as I does. Furthermore, the case of one Stokes
argument follows from Item 3 of Definition 4.6. Assume then that a splitting λ exists
on I satisfying (∗) with a boundary point being a Stokes argument θ such that, if I ′

is a small open neighbourhood of θ, I ∪ I ′ still satisfies (∗). We will prove that a
splitting exists on I ∪ I ′. Let λ′ be a splitting of L• on I ′ and set J = I ∩ I ′.

Given any i and any j <J i, we can find ηji, η′ji : grciL|J → grcjL|J such that

λ′i|J = λi|J +
∑

j<J i

λj |J ◦ ηji and λi|J = λ′i|J +
∑

j<J i

λ′j |J ◦ η′ji.

If j <J i and j ̸<I i, then we must have j <I′ i. We can write

λ′i|J −
∑

j<I′ i

λj |J ◦ ηji = λi|J +
∑

j<I i

λj |J ◦ ηji.

The right-hand side is a new splitting on I. In the left-hand side, we use the equality
λj |J ◦ηji = λ′j ◦ηji+

∑
k<Jj

λ′k|J ◦η′kj ◦ηji and we find a new splitting on the left-hand
side (but possibly not on the right-hand side)

λ′i|J −
∑

j<I′ i

(
λ′j |J ◦ ηji +

∑

k<I′ j

λ′k|J ◦ η′kj ◦ ηji
)

= λi|J +
∑

j<I i

(
λj |J ◦ ηji −

∑

k<Ij

λ′k|J ◦ η′kj ◦ ηji
)
.

By iterating this process, we get new splittings both on I ′ and I that coincide on J ,
defining thus a splitting on I ∪ I ′.

For Item 2, we can assume that (L ,L•)|I and L ′,L ′
•)|I are graded, according to

Item 1, and write λ = (λji) with λji : grciL |I → grcjL
′|I being constant and zero

at any θ ∈ I such that cj <θ ci. Since such a θ exists by assumption on I for any pair
ci ̸= cj , it follows that λ|I is diagonal. Then, Item 3 follows easily.

Corollary 4.8. Let λ : (L ,L•) → (L ′,L ′
•) be a morphism of Stokes-filtered A-local

systems indexed by C. Assume that λ : L → L ′ is an isomorphism. Then λ is an
isomorphism of Stokes-filtered A-local systems.

Proof. By Proposition 4.7(2), λ is graded on each good interval, hence each grcλ is
also an isomorphism. The assertion follows from Property 4.6(3).

Stokes data. In the same way that the datum of a local system L on S1 is equivalent,
when fixing a base point θo ∈ S1, to the data of the A-module Lθo together with an
automorphism Tθo , we can represent in an equivalent way a Stokes-filtered local system
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on S1 by a set of linear data, called the Stokes data. Below, by an increasing filtration
of an A-module L, we mean a finite exhaustive increasing filtration F•L indexed by Z
by A-submodules, i.e., such that FkL = 0 for k ≪ 0 and FkL = L for k ≫ 0. Similar
convention for a decreasing filtration.

Definition 4.9 (Stokes data). By Stokes data we mean the data of
• a pair of A-modules Lo, L

′
o,

• an increasing filtration F•Lo, and a decreasing filtration F •L′
o,

• a pair of isomorphisms S±
o : Lo

∼−→ L′
o (called the Stokes isomorphisms),

subject to the following condition:
• The image increasing filtration S+

o (F•Lo) is opposite to the decreasing filtration
F •L′

o, and the image decreasing filtration (S−
o )−1(F •L′

o) is opposite to the increasing
filtration F•Lo.

Recall that, for an A-module E, an increasing filtration F•E is opposite to a de-
creasing filtration G•E if any of the equivalent properties is satisfied:

• for each k ∈ Z, E = FkE ⊕Gk+1E;
• the A-module E decomposes as E =

⊕
k(FkE ∩ GkE) and the filtrations are

those obtained from this grading.

We now attach Stokes data to a Stokes-filtered local system (L ,L•). In order to
do so, we choose θo general, that is, not a Stokes argument, and we set θ′o = θo + π.
The Stokes data associated to ((L ,L•), θo) consist of

• the A-modules Lθo ,Lθ′
o

(the stalks of L at θo, θ′o),
• the Stokes isomorphisms S+

θo
, S−

θo
: Lθo

∼−→Lθ′
o

defined as follows: setting

I+ = (θo − ε, θ′o + ε), I− = (θ′o − ε, θo + ε), and L± = Γ(I±,L ),

and considering the diagram of restriction isomorphisms

L+

a′+
||

a+
""

Lθ′
o

Lθo

L−a′−

bb

a−

<<

we define
S+
θo

= a′+a
−1
+

S−
θo

= a′−a
−1
−

}
: Lθo

∼−→ L ′
θo .

• In order to define the filtrations, we write C = {c1, . . . , cn} where the numbering
respects the order at θo, and thus the reverse order at θ′o. By Proposition 4.7, there
exist unique decompositions

L+ =
n⊕

i=1

G+
ci , L− =

n⊕
i=1

G−
ci
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from which we deduce decompositions

(16) Lθo =
n⊕

i=1

Gci,θo , Lθ′
o
=

n⊕
i=1

Gci,θ′
o
,

pushed by a′+, resp. a−, from the decompositions of L+, resp. L−. With respect to
these decompositions, a−1

− a+ is compatible with the associated increasing filtrations,
while a′−1

− a′+ is compatible with the associated decreasing filtrations, and their as-
sociated graded morphisms are isomorphisms. It follows that, with respect to the
decompositions (16), S+

θo
preserves the increasing filtrations, while S−

θo
preserves the

decreasing filtrations. The oppositeness condition is thus clearly satisfied.

Remark 4.10. Stoke data allows one to recover in an equivalent way the Stokes-filtered
local system (L ,L•). For example, the monodromy Tθo : Lθo

∼−→ Lθo is given by
Tθo = (S−

θo
)−1S+

θo
.

4.4. Pairings and Stokes matrices. The pairing (7) can be regarded as the fiber
at θ = 1 of a pairing of local systems

(17) Φ̃r
∞(U, f)⊗ Φ̃2d−r

∞,c (U,−f) −→ AS1 ,

for each r, where AS1 is seen as R2dp!AS1×U and p is the projection S1 × U→S1. In
a way similar to that of Proposition 3.11, we obtain:

Proposition 4.11. If A is a field, for each r the pairing (17) is nondegenerate.

Proof. One can apply Proposition 3.11 for each e−iθf , by using that Rp! commutes
with restriction to θ.

The main result of this section is:

Theorem 4.12. The pairing (17) is compatible with the Stokes filtrations.

We first explain the notion of compatibility and give some consequences.

Pairings of Stokes-filtered local systems. As usual for pairings between filtered objects
with values in the constant sheaf with trivial filtration jumping only at zero, we pair a
term of index a with a term of index −a. In the case of Stokes-filtered local systems,
we pair an object indexed by C with an object indexed by −C.

In order to implement the change of C into −C, we consider the involution ι : θ 7→
θ+π on S1 (this is reminiscent of the sign occurring in Theorem 3.15(2)). If (L ′,L ′

•)

is indexed by C, one naturally defines the Stokes-filtered local system ι−1(L ′,L ′
•)

indexed by −C: the underlying local system is ι−1L ′ (isomorphic to L ′) and the
Stokes filtration is (ι−1L ′)⩽−c = ι−1(L ′

⩽c). The corresponding Stokes data, are
obtained by exchanging θo and θ′o and inverting the Stokes isomorphisms. For any
c ∈ C, we have gr−c(ι

−1L ′) = ι−1grcL
′ ≃ grcL

′.
Assume that we are given Stokes-filtered local systems (L ,L•) and (L ′,L ′

•) in-
dexed by C and a pairing between the local systems L , ι−1L ′:

P : L ⊗A ι
−1L ′ −→ AS1 .
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We say that this pairing is compatible with the Stokes filtrations (or is a pairing of
Stokes-filtered local systems) if, for any c ∈ C, P induces the zero morphism on

L⩽c ⊗A (ι−1L ′)<−c and L<c ⊗A (ι−1L ′)⩽−c.

It follows that P induces, for each c ∈ C, a pairing

(18) Pc : grcL ⊗A ι
−1grcL

′ −→ AS1 .

In order to conveniently deal with duality, we now assume that either A is a field
(e.g. Q,C) or A = Z and the Stokes-filtered local systems we consider are torsion-free
of finite rank in the sense that each grcL (hence also L ) A-free of finite rank.

The notion of a dual Stokes-filtered local system (L ,L•)
∨ is naturally defined: the

underlying local system is the dual local system L ∨ := HomA(L , A); the Stokes filtra-
tion is indexed by −C and is defined by (L ∨)⩽−c = (L<c)

⊥; it satisfies gr−c(L
∨) ≃

(grcL )∨. It is then clear that the conditions for a Stokes filtration are fulfilled.
The Stokes-filtered local system ι−1(L ′,L ′

•)
∨ is thus indexed by C and it natu-

ral to consider it as the suitable dual object of (L ′,L ′
•). A pairing P as above is

then nothing but a morphism (L ,L•) → ι−1(L ′,L ′
•)

∨ compatible with the Stokes
filtrations.

The Stokes filtration associated to ι−1L ′∨ gives rise to the Stokes data and decom-
positions

( n⊕
i=1

G′∨
ci,θ′

o
,

n⊕
i=1

G′∨
ci,θo ,

tS
+
θo ,

tS
−
θo

)

(see [31, §3]).
The data of the pairing P translates into the data of a pair of morphisms

Pθo,θ′
o
:

n⊕
i=1

Gci,θo −→
n⊕

i=1

G′∨
ci,θ′

o
, Pθ′

o,θo
:

n⊕
i=1

Gci,θ′
o
−→

n⊕
i=1

G′∨
ci,θo

which, due to the compatibility with the Stokes filtrations, are block-diagonal, with
blocks P

(i)
θo,θ′

o
,P

(i)
θ′
o,θo

, according to Proposition 4.7(2), and which satisfy

tS
+
θo ◦ Pθo,θ′

o
= Pθ′

o,θo
◦ S+

θo
, tS

−
θo ◦ Pθo,θ′

o
= Pθ′

o,θo
◦ S−

θo
.

In other words, Pθo,θ′
o
, resp. Pθ′

o,θo
, is the direct sum of pairings

P
(i)
θo,θ′

o
: Gci,θo ⊗G′

ci,θ′
o
−→ A, resp. P(i)

θ′
o,θo

: Gci,θ′
o
⊗G′

ci,θo −→ A,

which satisfy, for g ∈ Lθo =
⊕n

i=1Gci,θo and g′ ∈ L ′
θo

=
⊕n

i=1Gci,θo ,

Pθo,θ′
o
(g, S+

θo
g′) = Pθ′

o,θo
(S+

θo
g, g′)

and a similar equality with S−
θo

. This defines a pairing P+
θo

between Lθo and L ′
θo

by the formula

P+
θo
(g, g′) := Pθo,θ′

o
(g, S+

θo
g′) = Pθ′

o,θo
(S+

θo
g, g′),




g ∈⊕n

i=1Gci,θo ,

g′ ∈⊕n
i=1G

′
ci,θo

.
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We similarly have a pairing P−
θo

between Lθo and L ′
θo

by replacing S+
θo

with S−
θo

in
the above formulas. Since S−

θo
= S+

θo
Tθo , we find

P′−
θo
(g, g′) = P′+

θo
(Tθog, g

′) = P′+
θo
(g, Tθog

′).

Definition 4.13 (Seifert pairing). If L = L ′, we call the pairing P+
θo

the Seifert pairing
associated with the pairing P : L ⊗ ι−1L → AS1 .

Lemma 4.14. The following properties are equivalent for a pairing P compatible with
the Stokes filtrations:

(1) P induces an isomorphism (L ,L•)
∼−→ ι−1(L ′,L ′

•)
∨,

(2) P induces an isomorphism L
∼−→ L ′∨,

(3) for each c ∈ C, Pc : grcL ⊗ ι−1grcL
′ → AS1 is nondegenerate.

Proof. The equivalence of Items 1 and 2 follows from Corollary 4.8. For that of Items 2
and 3, one uses that, on any good open interval I, the morphism P|I : L |I → ι−1L ′∨|I
is graded.

The following proposition gives an interpretation of the matrix of the Stokes iso-
morphism S+

θo
in terms of matrix of the pairing P+

θo
, called the Seifert matrix when

L = L ′.

Proposition 4.15. Assume that P : L ⊗ ι−1L ′ → AS1 is nondegenerate. For each
i = 1, . . . , n, let ei, e′i be A-bases of Gci,θo , G

′
ci,θ′

o
in which the matrix of P(i)

θo,θ′
o

is the
identity. Then the Seifert matrix of P+

θo
in the basis e=

⊕
i ei is equal to the Stokes

matrix of S+
θo

in the bases e, e′.

Pairings of perverse sheaves on A1. Let F,F′ be A-perverse sheaves on A1 and let
Q : F⊗L

AF′ → AA1 [2] be a pairing (an A-bilinear morphism in Db
C-c(AA1)). Giving Q is

equivalent to giving a morphism F → DF′ in Db
C-c(AA1), where DF′ is the Poincaré-

Verdier dual of F′. We say that Q is nondegenerate if the latter morphism is an
isomorphism. If a nondegenerate pairing exists on F, then DF′ is also perverse, and
so F′ (and similarly F) is strongly perverse (see Section 2.2).

We now explain how such a pairing Q induces a pairing between the Stokes-filtered
local system associated to F and F′ by Proposition 4.4, from which we keep the
notation. Any pairing Q defines, by pullback, a pairing F̃ ⊗ F̃′ → AS1×A1 [2], where
F̃ = q−1F and q : S1 × A1 → A1 is the projection.

Let ι̃ = ι × Id : S1 × A1 → S1 × A1 be the involution induced by ι. Then there
exists a natural morphism

A
∆̃

⩽∞
ρ
⊗A

ι̃(∆̃
⩽∞
ρ )
−→ A

∆̃
⩽∞
ρ ∩ι̃(∆̃

⩽∞
ρ )

, 1
∆̃

⩽∞
ρ
⊗ 1

ι̃(∆̃
⩽∞
ρ )
7−→ 1

∆̃
⩽∞
ρ ∩ι̃(∆̃

⩽∞
ρ )

.

The intersection ∆̃⩽∞
ρ ∩ ι̃(∆̃⩽∞

ρ ) is the product of S1 by the open disc ∆̊ρ. Together
with Q, we can thus consider the pairing

Q̃ : (A
∆̃

⩽∞
ρ
⊗ F̃)⊗L

A (A
ι̃(∆̃

⩽∞
ρ )
⊗ F̃′) −→ AS1×∆̊ρ

[2],
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and, by applying Rp! and taking cohomology in degree zero, the pairing

P : Φ̃∞(F)⊗ ι−1Φ̃∞(F′) −→ AS1 .

Replacing ∆̃⩽∞
ρ with ∆̃c in the formulas above, we obtain similarly for each c ∈ C a

pairing
Pc : p̃ϕc(F)⊗ ι−1p̃ϕc(F

′) −→ AS1 .

Proposition 4.16. For A-perverse sheaves F,F′ with a pairing Q,
(1) the pairing P : Φ̃∞(F)⊗ ι−1Φ̃∞(F′)→ AS1 is compatible with the Stokes filtra-

tions, and the induced pairing (18) is equal to Pc defined above;
(2) If Pc is nondegenerate for each c ∈ C, then each p̃ϕc(F),

p̃ϕc(F
′), and thus

Φ̃∞(F), Φ̃∞(F′), are A-free, and P is nondegenerate;
(3) if Q is nondegenerate, then F and F′ are strongly perverse, Φ̃∞(F), Φ̃∞(F′) and

each p̃ϕc(F),
p̃ϕc(F

′) are A-free, P and each Pc are nondegenerate.

Proof. For the first point, we have to show that, for each c, θ, the pairing P induces
zero on Φ̃∞(F)⩽c,θ ⊗ Φ̃∞(F′)<c,θ′ and on Φ̃∞(F)<c,θ ⊗ Φ̃∞(F′)⩽c,θ′ . But this is clear
since, in the first case for example,

• we can compute Φ̃∞(F)<c,θ′ with the set ∆̃<c+εeiθ

ρ,θ′ , according to Lemma 3.5,
• the sets ∆̃⩽c

ρ,θ and ∆̃<c+εeiθ

ρ,θ′ do not intersect.
The identification of both definitions of Pc are then clear.

The second and third points are consequences of the results already obtained.

Proof of Theorem 4.12. We apply Proposition 4.16 to F =
p
Rr−df∗

pAU and F′ =
p
R2d−rf!

pAU , and we identify the Stokes-filtered local systems

ι−1(Φ̃∞(F′), Φ̃∞(F′)•) ≃ (Φ̃2d−r
∞,c (U,−f), Φ̃2d−r

∞,c (U,−f)•).

4.5. The twisted de Rham complex with an algebraic parameter. We revisit
the results of Section 3.3 by introducing a rescaling parameter for the function f .
We thus consider the rescaling f ⇝ f/u. In contrast with the definition of Φ̃∞(U, f),
we do not restrict to |u| = 1 but consider u ∈ Gm, so that we can analyze the
behavior at the limit u = 0. We will also consider in the next subsection a formal
parametrization by C((u)). The purpose is to obtain in an algebraic (or formal) way
some expressions related to the monodromy operators occurring Section 4.2.

The twisted de Rham complex with parameter in Gm. In algebraic terms, we consider
the twisted de Rham complex

(Ω
•
U [u, u

−1],d + df/u),

where the sections of Ωk
U [u, u

−1] := Ωk
U⊗CC[u, u−1] are Laurent polynomials in u with

coefficients being sections of Ωk
U , and the differential d only concerns the variables

in U . In other words, the notation d + df/u is a shorthand for d ⊗ Id+df ⊗ u−1.
As a consequence, the twisted de Rham complex is a complex of C[u, u−1]-modules,
and its cohomologies Hr

dR(U, f/u) consist of C[u, u−1]-modules.
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On the other hand, we make the differential operator ∂u acts on each term of this
complex by setting

∂u(ω ⊗ uℓ) = ℓω ⊗ uℓ−1 − fω ⊗ uℓ−2.

This operator commutes with the differential (this is easily checked if one interprets
d + df/u as e−f/u ◦ d ◦ ef/u and the above action of ∂u as that e−f/u ◦ ∂u ◦ ef/u).
It induces therefore a differential operator on each cohomology module Hr

dR(U, f/u).
The structure of these cohomology modules are described by the next theorem.

Theorem 4.17. For each r, the C[u, u−1]-module Hr
dR(U, f/u) is free of finite rank equal

to dimC Hr
dR(U, f), and the action of ∂u defines on it an algebraic connection with a

regular singularity at u =∞ and a possibly irregular singularity at u = 0.

Sketch of proof. Setting v = u−1, it is convenient to first consider the complex
(Ω•

U [v],d + vdf), which also comes equipped with an action of ∂v defined as
e−vf ◦ ∂v ◦ evf . Then Hr

dR(U, vf) is a C[v]-module equipped with a compatible
action of ∂v, i.e., a module over the Weyl algebra C[v]⟨∂v⟩ of differential operators
with polynomial coefficients in the variable v. Let us regard v as the derivation ∂t
with respect to the variable t = −∂v. Regarded as a C[t]⟨∂t⟩-module, Hr

dR(U, vf) is
interpreted as the (d−r)-Gauss-Manin system attached to f . The regularity theorem
of Griffiths implies that it has a regular singularity at any of its singularity c ∈ A1

and also at infinity. A standard theorem of differential equations implies that the
C[v]⟨∂v⟩-module Hr

dR(U, vf), regarded as the Laplace transform of a C[t]⟨∂t⟩-module
with regular singularities, has a regular singularity at v = 0, an possibly irregular
one at v = ∞, and no other singularity. The statement of the theorem is obtained
by tensoring Hr

dR(U, vf) with C[u, u−1] = C[v−1, v] over C[v]. The assertion on the
rank is obtained by identifying the restriction to u = 1 of the free C[u, u−1]-module
Hr

dR(U, f/u) with Hr
dR(U, f).

Remark 4.18 (Comparison with the topological data). The sheaf of horizontal sections

ker
[
∂u : Hr

dR(U, f/u)
an −→ Hr

dR(U, f/u)
an
]

is locally constant on C∗ with stalk isomorphic to the C-vector space Hr
dR(U, f) ≃

Hr(U, f ;C). When restricting to |u| = 1, we recover the local system Φ̃r
∞(U, f) :=

Φ̃∞(
p
Rr−df∗CU ) considered in Section 4.1.

Furthermore, the asymptotic analysis of the meromorphic connection

(Hr
dR(U, f/u)

an, ∂u)

near u = 0 provides Stokes data, that can be expressed as a Stokes-filtered local
system with underlying local system being that considered above. This Stokes-filtered
local system can be identified with that considered in Section 4.2 (see [44, Chap.XII]
and [7]).
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Duality pairing. The theory of D-modules enables one to define the cohomology with
compact support Hr

dR,c(U, f/u) as a C[u, u−1]-module with an action of ∂u together
with a nondegenerate pairing

Hr
dR(U, f/u)⊗C[u,u−1] H

2d−r
dR,c (U,−f/u) −→ H2d

dR,c(U)[u, u−1] ≃ C[u, u−1].

We will however produce such cohomology modules with compact support and such
pairings with concrete de Rham complexes by adding a parameter u in those consid-
ered in Theorem 3.15 (see [66, Th. B]).

Theorem 4.19.
(1) Restriction to U induces isomorphisms of C[u, u−1]-modules with a compatible

action of ∂u, for all r ∈ N:

Hr
dR(U, f/u) ≃ Hr

(
X, (Ω

•
f [u, u

−1],d + df/u)
)
,

Hr
dR,c(U, f/u) ≃ Hr

(
X, (Ω

•
f (−D)[u, u−1],d + df/u)

)
.

(2) For each r ∈ N, the natural de Rham pairing

Hr
dR(U, f/u)⊗C H2d−r

dR,c (U,−f/u) −→ H2d
dR(X)[u, u−1] ≃ C[u, u−1]

is compatible with the action of ∂u and is nondegenerate.

As in Remark 3.16, the first statement also holds when replacing the Kontsevich
complexes with their restriction to X, that is:

(19)
Hr

dR(U, f/u) ≃ Hr
(
X, (Ω

•
X(logH)[u, u−1],d + dfX/u)

)
,

Hr
dR,c(U, f/u) ≃ Hr

(
X, (Ω

•
X(logH)(−H)[u, u−1],d + dfX/u)

)
.

The Brieskorn lattice and the Barannikov-Kontsevich theorem. We consider polyno-
mial coefficients instead of Laurent polynomials, and in order to take into account the
action of df/u, we consider the subcomplex

(u−
•
Ω

•
U [u],d + df/u) ⊂ (Ω

•
U [u, u

−1],d + df/u)

where the terms in degree k have a pole of order at most k. By multiplying the
degree k term by uk we obtain the isomorphic complex

(Ω
•
U [u], ud + df)

It is natural to try to “set u = 0” in this complex and to compare the result with
the complex (Ω•

U ,df), which is a complex in the category of coherent OU -modules
and whose cohomology sheaves are OU -coherent and supported on the critical set
of f . However, without any other assumption on f , none of these complexes present
finiteness properties. For example, if U = A1 with coordinate t and f = 0, then

H1
(
U, (Ω

•
U [u], ud + df)

)
≃ Coker

(
u∂t : C[t, u] −→ C[t, u]

)

is identified with the C-vector space C[t] on which u acts by zero. Although one
could consider such objects with duality pairing as defined in [29, Th. 3.1], we will
instead consider the logarithmic expressions like in Theorem 4.19(1) or in (19). This
construction is analogous to that of the Brieskorn lattice in Singularity theory.
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Theorem 4.20 (The Brieskorn lattices, see [68, §8] and [66, Th. A])
(1) The C[u]-modules

Hr
(
X, (Ω

•
X(logH)[u], ud + dfX)

)
,

Hr
(
X, (Ω

•
X(logH)(−H)[u], ud + dfX)

)

are C[u]-free of finite rank, and equipped with an action of ∂u having a pole of order
at most 2 at u = 0, a regular singularity at infinity and no other pole. After tensoring
by C[u, u−1] these free C[u]-modules, one recovers Hr

dR(U, f/u) and Hr
dR,c(U, f/u)

respectively.
(2) Furthermore, there is a natural perfect pairing compatible with the actions of ∂u:

Hr
(
X, (Ω

•
X(logH)[u], ud + dfX)

)

⊗C[u] H
2d−r

(
X, (Ω

•
X(logH)(−H)[u], ud− dfX)

)
−→ C[u].

(3) By restricting this pairing modulo uC[u], we obtain a perfect pairing

Hr
(
X, (Ω

•
X(logH),dfX)

)
⊗H2d−r

(
X, (Ω

•
X(logH)(−H),−dfX)

)
−→ C.

All these objects are independent of the choice of the good projectivization (X, f) of
(U, f).

The freeness property of Hr
(
X, (Ω•

X(logH)[u], ud+dfX)
)

also follows from a vari-
ant of the Barannikov-Kontsevich theorem [60, §0.6]. The independence on the choice
of the good projectivization follows from [84] and [6, Prop. 2.3]. Let us also note that
one has a meromorphic (instead of logarithmic) expression of the Brieskorn lattice
(see [68, (8.12)]).

Sketch of proof. The results of [19] allow one to replace the logarithmic complexes
on X with the Kontsevich complexes on X, as in Theorem 4.19. In loc. cit., it is also
proved that the dimension of the cohomologies when restricted to any uo ∈ C does
not depend on uo. This leads to the C[u]-freeness property. The duality property has
been considered in [6].

4.6. The case of a formal parameter. The approach of the previous section 4.5,
extending with an algebraic parameter u the results of Section 3.3, yields algebraic
expressions for differential equations (connections) whose horizontal sections provide
the global vanishing cycle sheaves Φ̃r

∞(U, f ;C), Φ̃r
∞,c(U, f ;C) on S1. Furthermore,

from the classical theory of differential equations, one can recover algebraically each
vector space with monodromy

Hr(f−1
X (c);ϕfX−c(Rj∗CU )) and Hr

c(f
−1
X (c);ϕfX−c(Rj!CU ))

by tensoring Hr
dR(U, f/u), respectively Hr

dR,c(U, f/u) with C[[u]] and extracting a suit-
able direct summand of them.

As f is possibly non proper, the vector spaces with monodromy

Hr(f−1(c);ϕf−cCU ) and Hr
c(f

−1(c);ϕf−cCU )
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differ in general respectively from the latter.

Example 4.21. Let f ∈ C[t] be a non-constant polynomial in one variable and let U
be the Zariski open set of A1 complementary to {f ′ = 0}, so that O(U) = C[t, 1/f ′].
Then pϕf−c

pCU = 0 for any c ∈ C since f has no critical point in U , while the complex

C[t, 1/f ′]
∂t − f ′−−−−−−→ C[t, 1/f ′]

has cohomology in degree one only, of dimension deg f ·#{f(t) | f ′(t) = 0}.

The question remains to give an algebraic formula for the latter spaces with mon-
odromy. This is the content of Theorem 4.23 below.

For a coherent OU -module F, we set

F[u] := C[u]⊗C F and F[[u]] = lim←−
ℓ

(F[u]/uℓF[u]).

The latter module is in general not equal to C[[u]]⊗C F and for x ∈ U we have a strict
inclusion F[[u]]x ⊊ Fx[[u]]: a germ of section of F[[u]] at x ∈ U consists of a formal
power series

∑
n fnu

n where fn are sections of F defined on a fixed neighbourhood
of x, while for Fx[[u]] we allow the neighbourhood to be shrunk when n→∞. In par-
ticular, there is a natural morphism C[[u]] ⊗C F → F[[u]]. Letting C((u)) denote the
field of formal Laurent series, we then set F((u)) := F[[u]][u−1] = C((u)) ⊗C[[u]] F[[u]].
Taking cohomology does note commute in general with applying the functor ((u)).

Let us consider the formally twisted de Rham complex

(Ω
•
U ((u)),d + df/u).

For each r ⩾ 0, the C((u))-vector space Hr
(
U, (Ω•

U ((u)),d+ df/u)
)

is equipped with a
compatible action of ∂u.

Example 4.22. Let us illustrate the difference between the C((u))-vector spaces

Hr
(
U, (Ω

•
U ((u)),d + df/u)

)
and C((u))⊗C[u,u−1] H

r
(
U, (Ω

•
U [u, u

−1],d + df/u)
)
.

Let us take up the notation of Example 4.21. Then the formally twisted de Rham
complex

O(U)((u))
u∂t − f ′−−−−−−−−→ O(U)((u))

has cohomology equal to zero. Indeed, let us show for example that the differential is
onto. This amounts to showing that, given ψko

, ψko+1, . . . in C[t, 1/f ′] (with ko ∈ Z),
we can find φko , φko+1, . . . in C[t, 1/f ′] such that

ψko
= −f ′φko

, ψko+1 = ∂tφko
− f ′φko+1, . . . , ψk+1 = ∂tφk − f ′φk+1, . . . ,

a system which can be solved inductively because f ′ is invertible in C[t, 1/f ′].
On the other hand, the complex

C[t, 1/f ′][u, u−1]
u∂t − f ′−−−−−−−−→ C[t, 1/f ′][u, u−1]

has cohomology in degree one only, and this cohomology is a free C[u, u−1]-module
of rank equal to deg f ·#{f(t) | f ′(t) = 0}.
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In order to state the next theorem, let us introduce a notation. Let E be a finite
dimensional C-vector space equipped with an automorphism T . Given a choice of a
logarithm of T , that is, writing T = exp(−2πiM) for some M : E → E, we denote by
R̂H−1(E, T ) the C((u))-vector space E((u)) equipped with the connection d+Mdu/u.
Given c ∈ C, we set Ê−c/u = (C((u)),d + cdu/u2).

Theorem 4.23 (see [67, Th. 1]). Each hypercohomology C((u))-vector space

Hr
(
U, (Ω

•
U ((u)),d + df/u)

)

is finite dimensional and, with respect to the action of ∂u, it decomposes as the direct
sum of C((u))-vector spaces with a compatible action of ∂u

⊕
c∈C

Hr
(
U, (Ω

•
U ((u)),d + df/u)

)
c

such that, for each c ∈ C, the component
(
Hr

(
U, (Ω•

U ((u)),d+df/u)
)
c
, ∂u

)
is isomor-

phic to

Ê−c/u ⊗C((u)) R̂H
−1

(
Hr−d(f−1(c), pϕf−c

pCU ), T
)
.

Remark 4.24. The case of cohomology with compact support is not treated in [67]
nor in [62], but should be obtained in the same way. See however [73] for a similar
identification at the level of complexes.

4.7. Irregular mixed Hodge theory. We can consider the dependence of the
irregular Hodge filtration F •

irr,αH(U, f/u) (α belonging to a finite subset A ⊂ Q∩[0, 1))
with respect to the rescaling parameter u from two distinct point of views:

(1) From the point of view of Hodge theory, we are led to prove Griffiths’ transver-
sality property when u varies in C∗ with respect to the connection (i.e., the action
of ∂u) and to understand the limit behavior when u→∞ or u→ 0.

(2) From the point of view of Singularity theory, we emphasize the Brieskorn lattice
as a free C[u]-module and we produce the family of irregular Hodge filtrations directly
from the Brieskorn lattice and the Deligne canonical extensions at u =∞, due to the
regular singularity of the action of ∂u at u = ∞. This approach is analogous to
that of Varchenko, Pham and Scherk-Steenbrink, M. Saito for an isolated singularity
of complex hypersurfaces (see [82, 54, 74, 71]): in that case, the action of ∂u on
the Brieskorn lattice, while having a pole of order two, has nevertheless a regular
singularity there, and one produces the Hodge filtration on the vanishing cycles from
the Brieskorn lattice and the Deligne canonical lattices at u = 0.

We will give an overview of these two aspects and of the way they are related. We
mainly follow [68, 37, 6, 49] and [64, Chap. 3], which we refer to for detailed proofs.

The variational point of view: the Konsevitch bundles. Let fix (U, f) as above and
α ∈ A. Recall the definition (10) of Ω•

f (α).
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Theorem 4.25. The dimension of the twisted de Rham complex

Hr
(
X, (Ω

•
f (α), uod + vodf)

)

is independent of (uo, vo) ∈ C2.

It follows that we can define a vector bundle Kr
α on P1, called the Kontsevich

bundle with index α, by decomposing P1 = A1
v ∪ A1

u with u = v−1 on Gm : A1
v ∩ A1

u,
and setting

Kr
α|A1v = Hr

(
X, (Ω

•
f (α)[v],d + vdf)

)
,

Kr
α|A1u = Hr

(
X, (Ω

•
f (α)[u], ud + df)

)

≃ Hr
(
X, (u−

•
Ω

•
f (α)[u],d + df/u)

)
,

Kr
α|Gm

= Hr
(
X, (Ω

•
f (α)[u, u

−1],d + df/u)
)

≃ Hr
(
X, (Ω

•
f (α)[v, v

−1],d + vdf)
)
,

In a way analogous to that of Theorem 3.19, the filtration by the stupid trunca-
tion of each of these twisted de Rham complexes degenerates at E1 and induces a
filtration F •

irr,αK
r
α indexed by N. Its restriction at u = 1 is the filtration considered in

this theorem. Furthermore, the Kontsevich bundle Kr
α is naturally equipped with a

meromorphic connection ∇, corresponding to the action of ∂u in the chart A1
u, which

has a double pole at u = 0, a simple pole at v = 0, and no other pole.

Proposition 4.26. The filtration F •
irr,αK

r
α|Gm

satisfies the Griffiths transversality prop-
erty ∇(F p

irr,αK
r
α|Gm

) ⊂ Ω1
Gm
⊗ F p−1

irr,αK
r
α|Gm

for all p ∈ N, and

∀p ∈ N, ∃hpα ∈ N, grpFirr,α
Kr

α ≃ OP1(p)h
p
α .

In other words, the filtration F •
irr,αK

r
α can be recovered by the mere datum of the

Kontsevich bundle Kr
α, as being its Harder-Narasimhan filtration.

The singularity theory point of view: the Brieskorn-Deligne bundles. Let us consider
the free C[u, u−1]-module

Hr
dR(U, f/u) ≃ Hr

(
X, (Ω

•
f [u, u

−1],d + df/u)
)

with its action of ∂u, that we now regard as a connection. On the one hand, the
Brieskorn lattice

(20) Gr(U, f) := Hr
(
X, (u−

•
Ω

•
f [u],d + df/u)

)

is a free C[u]-module generating Hr
dR(U, f/u) as a C[u, u−1]-module. On the other

hand, since ∇ has a regular singularity at v = 0, there exists for each α ∈ A a free
C[v]-submodule Vα(U, f/u) which generates it over C[v, v−1] = C[u−1, u], the that
the connection ∇ has a simple pole on it and its residue has eigenvalues contained in
[−α,−α+ 1) (this is called a Deligne canonical lattice of Hr

dR(U, f/u)). Since

Vα(U, f)|Gm = Hr
dR(U, f/u) = Gr(U, f)|Gm ,
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we can glue Vα(U, f) with Gr(U, f) to produce the Brieskorn-Deligne vector bun-
dle Hr

α equipped with a connection having a pole of order one at v = 0 and of order
two at u = 0.

Theorem 4.27. For each α ∈ A, the bundles Kr
α and Hr

α are isomorphic.

It follows that the irregular Hodge filtration can be recovered from the Brieskorn-
Deligne bundle as its Harder-Narasimhan filtration.

Behavior on Gm. One checks, in a way analogous to that of Theorem 3.19, that the
natural morphisms Kr

β |Gm
→ Kr

α|Gm
→ Hr

dR(U, f/u) are isomorphisms for β ⩽ α ∈ A,
so that, by restricting to Gm the Harder-Narasimhan filtration of each Kr

α, we obtain a
family of filtrations F •

irr,αH
r
dR(U, f/u) indexed by α ∈ A. Furthermore, for β ⩽ α ∈ A,

the quasi-isomorphism

(Ω
•
f (β)[u, u

−1],d + df/u) −→ (Ω
•
f (α)[u, u

−1],d + df/u)

is filtered with respect to the filtration by stupid truncation, so that we obtain, for
all p ∈ N, the inclusion

F p
irr,βH

r
dR(U, f/u) ⊂ F p

irr,αH
r
dR(U, f/u).

We can thus regard the irregular Hodge filtration as indexed by −A + Z ⊂ Q by
setting, for p = p− α ∈ −A+ Z,

F p
irrH

r
dR(U, f/u) := F p

irr,αH
r
dR(U, f/u).

Proposition 4.28. The irregular Hodge filtration F p
irrH

r
dR(U, f/u) is a filtration by sub-

bundles, that is, each C[u, u−1]-module

grpFirr
Hr

dR(U, f/u) := F p
irrH

r
dR(U, f/u)/F

>p
irr H

r
dR(U, f/u)

is free.

Proof. From Proposition 4.26 one deduces that for each α ∈ A, the filtration
F •
irr,αH

r
dR(U, f/u) is a filtration by subbundles. For any uo ∈ C∗, let iuo

: {uo} ↪→ Gm

denote the inclusion. Let us denote by >p the successor of p in −A + Z. Since
F>p
irr H

r
dR(U, f/u) is a subbundle of F>p−1

irr Hr
dR(U, f/u), the composed morphism

i∗uo
F>p
irr H

r
dR(U, f/u) −→ i∗uo

F p
irrH

r
dR(U, f/u) −→ i∗uo

F>p−1
irr Hr

dR(U, f/u)

is injective. Therefore, i∗uo
F>p
irr H

r
dR(U, f/u) → i∗uo

F p
irrH

r
dR(U, f/u) is injective and

the dimension of i∗uo
grpFirr

Hr
dR(U, f/u) is the difference between the ranks of the bun-

dles F p
irrH

r
dR(U, f/u) and F>p

irr H
r
dR(U, f/u), so is independent of uo. It follows that

grpFirr
Hr

dR(U, f/u) is C[u, u−1]-free.
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Limiting properties. At the limit u→∞ (i.e., v → 0) where the connection ∇ has a
regular singularity, the filtration F •

irrH
r
dR(U, f/u) behaves in the same way as a the

Hodge filtration of a polarizable Hodge module in the sense of [70]. Furthermore, one
can show that, for each α ∈ A, the limit filtration of F •

irr,αH
r
dR(U, f/u) is the Hodge

filtration of a mixed Hodge structure, isomorphic to the limiting Hodge filtration
of the mixed Hodge structure on Hr(U, f−1(t);C) when t → ∞ on the generalized
eigenspace corresponding the eigenvalue exp(−2πiα) of the monodromy.

On the other hand, the limit at u = 0 is much less understood.

The spectrum at infinity. An important Hodge invariant of a germ of holomorphic
function is its spectrum, which is a set of pairs consisting of a rational number and
a multiplicity, that one can encode by a polynomial with rational exponents and
integral coefficients (see e.g. [77, §9.7]). We will provide a similar invariant for regular
functions f : U → A1 and we will relate it with the irregular Hodge filtration.

The construction of Hr
α can be extended with indices α+ q ∈ A+ Z: we set

Hr
α+q = OP1(−q · {0})⊗Hr

α ≃ OP1(−q)⊗Hr
α.

In other words, Hr
α+q is obtained by gluing Gr(U, f) with Vα+q(U, f). The family

(Hr
β)β∈A+Z is an increasing family of locally free sheaves. By definition, we have

Γ(P1,Hr
β) = Vβ(U, f) ∩Gr(U, f) ⊂ Hr

dR(U, f/u),

and, for β = α+ q, multiplication by u−q induces an isomorphism

Vβ(U, f) ∩Gr(U, f) ≃ Vα(U, f) ∩ u−qGr(U, f).

The following definition is analogous to that for germs of functions (see e.g. [74, (7.3)],
with a shift however):

Definition 4.29. The spectrum at infinity in degree r of (U, f) is the set of pairs (β, νrβ)
with β ∈ A+ Z and

νrβ = dim
Vβ ∩Gr

[V<β ∩Gr] + [Vβ ∩ uGr]
.

It can be encoded in the generating polynomial
∑

β ν
r
βt

β .

Proposition 4.30. With the notation of Proposition 4.28, we have, for each β ∈ Q:

νrβ = rk gr−β
Firr

Hr
dR(U, f/u).

4.8. Other cohomology theories. We shortly introduce other cohomological
structures that can be attached to a pair (U, f) and indicate the relations, when they
exist, with the cohomological structures considered in this section.
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Exponential mixed Hodge structures. This theory explains the notion of weight that
we have introduced for Hr(U, f ;Q) and Hr

c(U, f ;Q). It makes use of the category
MHM(A1) of mixed Hodge modules on the affine line A1 [72] which is briefly sum-
marized in [77]. Any mixed Hodge module M on A1 has an associated Q-perverse
sheaf F. The category EMHS of exponential mixed Hodge structures, introduced by
Kontsevich and Soibelman [39], is the full subcategory of MHM(A1) whose objects M
have an associated perverse sheaf F with vanishing global hypercohomology. Further-
more, given any mixed Hodge module M on A1, one can functorially associate with
it a mixed Hodge module belonging to EMHS. Each object of EMHS has a weight
filtration, which can be distinct from the weight filtration as a mixed Hodge mod-
ule. To each object is associated a “Betti fiber”, which is nothing but that defined by
Corollary 3.9, and inherits a weight filtration.

To the pair (U, f) one associates the mixed Hodge modules whose associated per-
verse sheaves are p

Rr−df∗(
pAU ) and p

Rr−df!(
pAU ), and the corresponding objects in

EMHS, that one can write Hr
EMHS(U, f) and Hr

EMHS,c(U, f). The Betti fibers are noth-
ing but Hr(U, f ;Q) and Hr

c(U, f ;Q) respectively, and the inherited weight filtration
is that considered at the end of Section 3.1.

Furthermore, to each object of EMHS is associated a de Rham fiber, and for
Hr

EMHS(U, f) and Hr
EMHS,c(U, f), the de Rham fibers are nothing but Hr

dR(U, f) and
Hr

dR,c(U, f) respectively. We can regard the irregular Hodge filtration as the Hodge
part of an object of EMHS.

The category EMHS is equipped with a tensor product, making it a Q-linear neu-
tral Tannakian category. For Hr

EMHS(U, f) and Hr
EMHS,c(U, f), this reflects the Thom-

Sebastiani property for the Betti and de Rham fibers. Furthermore, the weight and
irregular Hodge filtrations on these respective fibers behave well under tensor product.
A particular case was already observed in [74].

The category of exponential Nori motives constructed in [20] regards the expo-
nential mixed Hodge structures Hr

EMHS(U, f) and Hr
EMHS,c(U, f) respectively as a real-

ization of an object [U,∅, f, r, 0] and [X,H, fX , r, 0] of a category Mexp(k) if U and f
are defined over a subfield k of C.

The motivic Milnor fiber at infinity. Following the general formalism of Denef and
Loeser for the motivic Milnor fiber, a motivic Milnor fiber Sf,∞ at infinity for (U, f)

has been constructed by Matsui-Takeuchi [46, §4] and by Raibaut [58, 59]. It is
an object of the Grothendieck ring of varieties over Gm with a Gm action. It is con-
structed by means of a projectivization of f , but Raibaut has shown the independence
of such a choice.

This object Sf,∞ gives a quick access to the spectrum of f at infinity and allows
for a simple computation of it when, for example, f is a Laurent polynomial which is
nondegenerate with respect to its Newton polyhedron (see Section 5.3 for this notion
and [78] for a survey on this topic).
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Exponentially twisted cyclic homology. From a categorical point of view, it is a stan-
dard question to ask how much a quasi-projective variety U is determined from the
bounded derived category Db(coh(U)) simply denoted by Db(U). In particular, let us
assume that U and U ′ have Fourier-Mukai equivalent derived categories. This means
that there exists a kernel, that is, an object K of Db(U × U ′), such that the integral
transformation functor with kernel K:

Rp′∗

(
Lp∗(•)⊗L K

)
: Db(U) −→ Db(U ′)

is an equivalence of categories. It follows from results by Keller [38] that, under
such an assumption, the odd, resp. even, de Rham cohomologies of U and U ′ are
isomorphic.

Shklyarov [76] has extended this kind of results to pairs (U, f) with U quasi-
projective. Namely, given pairs (U, f) and (U ′, f ′), assume that the kernel K is an
object of Db(U ×A1 U

′) and that the associated Fourier-Mukai transformation is an
equivalence of categories Db(U)

∼−→ Db(U ′). Then there exist isomorphisms between
the odd resp. even C[v]⟨∂v⟩-modules

⊕
rodd/even

Hr
dR(U, vf) ≃

⊕
rodd/even

Hr
dR(U

′, vf ′).

In both cases (f = 0 with Keller and f : U → A1 with Shklyarov), the main step is
an identification between the de Rham cohomology and the periodic cyclic homology
associated to the pair resp. triple consisting of the category of perfect complexes
on U (bounded complexes quasi-isomorphic to bounded complexes of locally free
OU -modules) and its subcategory of acyclic such complexes resp. and the regular
function f .

5. Tameness on smooth affine varieties

Definitions of tameness. In the global setting, tameness of f : U → A1 is a property
that is intended to be the analogue of having an isolated critical point for a germ of
holomorphic function. It consists of two conditions:

• each critical point of f is isolated (since f is a regular function on U quasi-
projective, this implies that the set of critical points of f is finite),

• “infinity is not a critical point for f ”.
The global Milnor number µ(f) is the sum, over all critical points x ∈ U of f , of the
corresponding Milnor numbers µ(f, x).

One should not expect a unique definition of the second property, but instead
various criteria adapted to each particular class of examples.

Let us list some of them. We start “from inside”.
(1) f : Ad → A1 is tame in the sense of Broughton (see [5, Lem. 4.3]) if there exists

ε > 0 and a compact K ⊂ U such that ∥∂f∥ ⩾ ε out of K.
(2) Tameness in the sense of Malgrange means that, when f(x) remains bounded,

there exists ε > 0 such that ∥x∥∥∂f(x)∥ ⩾ ε for ∥x∥ sufficiently large.
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(3) In [52] is introduced the notion of M-tameness for such a polynomial, which
gives global Milnor fibrations in big balls in Ad, that covers both previous situations
(the notion of quasi-tameness was also previously considered in [50]). One can extend
this notion to any function f on a smooth affine variety by embedding this variety in
an affine space and by considering the induced metric on it (see [15]).

(4) A specific class of examples of (1) consists of convenient and nondegenerate
polynomials with respect to their Newton polyhedron at infinity, in a given coordi-
nate system of An, as defined by Kouchnirenko [40]. Their toric analogues (Laurent
polynomials) will be considered in Section 5.3. On the other hand, García López and
Némethi [25] have defined a nice class of polynomials that are quasi-tame.

For our purposes, tameness will be considered from a cohomological point of view.
We fix the ring A to be Z or to be one of the fields Q,R,C.

(5) A cohomological condition was introduced by Katz in the arithmetic ℓ-adic
setting [35, Prop. 14.13.3(2)]: let C• denote the cone of the natural morphism of
complexes Rf!AU → Rf∗AU with constructible cohomology on the affine line A1

(forgetting the support condition); by definition, we have a long exact sequence

· · · −→ Rkf!AU −→ Rkf∗AU −→ Hk(C
•
) −→ Rk+1f!AU −→ · · · ;

the condition is that all cohomology sheaves Hk(C•) are constant sheaves of A-
modules of finite type on the affine line A1.

It an be shown that the geometric tameness conditions considered in (1)–(4) all
imply the Katz tameness condition with A = Z.

Tameness “from outside” is defined for a suitable choice of projectivization fX :

X → A1 of f . For a polynomial f , the standard partial compactification of the graph
U ⊂ Pd × A1 of f is natural to consider, but others can also prove useful.

(6) We say (see [61]) that f : U → A1 is cohomologically A-tame if there exists a
projectivization of f given by a commutative diagram

U �
� j

//

f
  

X

fX
��

A1

where X is quasi-projective and fX is projective, such that both complexes Rj∗AU

and Rj!AU have no vanishing cycles at infinity, namely, for all c ∈ A1, the vanishing
cycle complexes ϕfX−c(Rj∗AU ) and ϕfX−c(Rj!AU ) are supported in at most a finite
number of points, all at finite distance, i.e., contained in U . Note that, if A is a field,
Verdier duality yields that the condition on one complex implies the condition on the
other one.

(7) An example of a cohomologically Q-tame function on an affine open subset
of A3 which is not a torus (Gm)

3 is the rational function

f(x, y, z) = y(2 + z) +
x2

(xy − 1)(1 + z)
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which is regular on U = A3 ∖ {(xy − 1)(1 + z) = 0}. Its tameness is proved in [26,
App.], where the authors propose such a function as a Landau-Ginzburg model for
the mirror of a 3-dimensional quadric.

For polynomial functions on the affine space, a relation between “inside” and “out-
side” tameness does exist. In fact, Parusiński has shown [53] that f : Ad → A1 is
cohomologically tame with respect to the standard partial compactification of the
graph U ⊂ Pd × A1 of f if and only if it satisfies the Malgrange condition.

Purpose of this section. Tame functions provide a framework where the general prop-
erties developed in Section 3 acquire a simpler expression and emphasize purity (in
the sense of Hodge theory). This is parallel to properties of isolated singularities of
holomorphic functions. However, the algebraic setting allows more specific properties,
like those related to positivity.

5.1. Cohomological properties of tame functions. For the sake of simplicity,
we assume in the remaining part of this section 5 that U is affine of dimension d ⩾ 2.

We will make use of the Z-tameness condition of Katz, so we first make precise an
equivalent definition when U is affine, and its relation with other tameness conditions.

Proposition 5.1. The function f : U → A1 is A-tame in the sense of Katz if and only
if the following properties are satisfied:

(1) the perverse complex p
Rr−df∗(

pAU ) is zero for r > d and, if r < d, is the
constant sheaf shifted by one with fiber isomorphic to Hr−1(U,A) on the affine line A1;

(2) the perverse complex p
Rr−df!(

pAU ) is zero for r < d, if r > d, is the constant
sheaf shifted by one with fiber isomorphic to Hr−1

c (U,A) on the affine line A1;
(3) The kernel and the cokernel (in the perverse sense) of the natural morphism

p
R0f!

pAU → p
R0f∗

pAU are constant sheaves shifted by one (with the same rank) on A1.

Furthermore, if f is cohomologically A-tame, or if f is M-tame, then f is A-tame in
the sense of Katz.

Sketch of proof. The notion of micro-support is useful for explaining the latter prop-
erty (see [34, 12, 47]): Katz’ condition is equivalent to the property that the micro-
support of the cone C of the natural morphism Rf!

pAU → Rf∗
pAU is reduced to the

zero section of the cotangent bundle of A1, and this, in turn, is equivalent to the prop-
erty that its perverse cohomology sheaves are constant. The long exact sequence of
perverse cohomology attached to the corresponding distinguished triangle, together
with Artin’s vanishing result (see [34, Prop. 10.3.17] or [12, Prop. 5.2.13]), implies
that the assertions of Proposition 5.1 are satisfied, and the converse holds in the same
way.

It remains to identify the constant local systems. This is obtained by analyzing
the perverse Leray spectral sequence

Ep,q
2 = Hp(A1,

p
Rqf∗

pAU ) =⇒ Hp+q(U, pAU ),
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and the compact support analogue with p
Rqf!

pAU . Due to the vanishing and con-
stancy statements in (1) and (3), one obtains that it degenerates at E2. Then for
r < d, the fiber of the shifted constant sheaf p

Rr−df∗
pAU , which is isomorphic to

H−1(A1,
p
Rr−df∗

pAU ), is thus isomorphic to Hr−1(U,AU ), and we have a similar ar-
gument for (3).

A proof for the last assertions can be found in [15] for M-tameness and in [60] for
cohomological tameness.

This is an example where manipulating perverse cohomology instead of usual co-
homology leads to simpler and clearer results. Let us mention a consequence of the
theory of Hodge modules (see [70, 72]), due to purity of the image p

R0f!∗
pQU of the

natural morphism p
R0f!

pQU → p
R0f∗

pQU .

Corollary 5.2. The perverse complex p
R0f!∗

pQU is semi-simple as such; in particu-
lar, the shifted local system on the complement of its singularities is a direct sum of
irreducible local systems.

Let C(f) be the set of critical values of f (which coincide with the set of typical
and atypical values in the tame case, at least for what concerns cohomology). For
t /∈ C(f), the cohomology Hd−1

mid (f
−1(t);Q) (image of Hd−1

c in Hd−1) is the stalk at t
of a locally constant sheaf on A1 ∖ C(f), and corresponds to a linear representation
of π1(A1 ∖ C(f), ⋆) for some base point ⋆. The second part of Corollary 5.2 asserts
that this representation is a direct sum of irreducible representations.

We now consider the global vanishing cycles.

Theorem 5.3. Let f : U → A1 be an A-tame function (in the sense of Katz, say).
Then the local systems of global vanishing cycle Φ̃r

∞(U, f ;A) and Φ̃r
∞,c(U, f ;A)

(see Definition 4.2) are zero for r ̸= d and are A-free of rank µ(f) if r = d. Further-
more, the natural morphism Φ̃d

∞,c(U, f ;A) → Φ̃d
∞(U, f ;A) forgetting supports is an

isomorphism. If A = Q, their fibers at any θ are pure of weight d.

Proof. The last assertion follows from Corollary 3.12. The vanishing property and
the isomorphism property are consequences of properties of the perverse sheaves de-
scribed in Proposition 5.1, according to the expressions (4) and the vanishing property
Hk(Ã1

mod ;F) = 0 for all k if F is constant (Lemma 3.5).
The freeness property is local on S1, and we identify Φ̃d

∞(U, f ;A) with⊕
c∈C

p̃ϕf−c
pAU . Since the Milnor fiber of f at a critical point x ∈ f−1(c) is a bouquet

of µ(f, x) spheres, each p̃ϕf−c
pAU is locally A-free of rank

∑
x∈f−1(c) µ(f, x).

The pairing (17) is non-trivial in degree d only and reads

P : Φ̃d
∞(U, f)⊗ Φ̃d

∞(U,−f) −→ AS1 .

In the local situation, each Pc is known to be nondegenerate (it is isomorphic to
the Seifert pairing, if one identifies Φ̃d

∞(U,−f) with ι−1Φ̃d
∞(U, f)). Then Proposition

4.16(2) implies that P is nondegenerate. It follows from Proposition 4.15 that, in
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suitable bases of Hd(U, f ;A) and Hd(U,−f ;A), the matrix of P is equal to the Stokes
matrix (see Proposition 4.15).

If Poincaré duality holds with A-coefficients on Uan (e.g. for A = Z, Uan can be
the product Ak ×Gd−k

m ), then from the long exact sequence of relative cohomology of
the pair (U, f−1(t)) for t /∈ C one concludes that the cohomology of f−1(t) is A-free
and, from Lemma 2.2, that p

R0f∗
pAU is strongly perverse.

5.2. The spectrum at infinity.

The twisted de Rham complex and the Brieskorn lattice. By the comparison theorem
3.17 and Theorem 5.3, we find, for f tame in the sense of Katz, that Hr

dR(U, f) and
Hr

dR,c(U, f) are zero for r ̸= d and coincide if r = d, with dimHd
dR(U, f) = µ(f).

The Brieskorn lattices (see Theorem 4.20) thus vanish for r ̸= d and the Brieskorn
lattice in degree d, that we denote by Gd(U, f) ⊂ G(U, f) := Hd

dR(U, f/u) =

Hd
dR,c(U, f/u), is a free C[u]-module of rank µ(f).
When f is tame, the Brieskorn lattice can be computed with a twisted de Rham

complex on U (instead of a logarithmic de Rham complex on X). Furthermore, as U
is affine, one can compute the hypercohomology of the twisted de Rham complex
(over C[u] or C[u, u−1]) as the cohomology of the complex of global sections on U .
In such a case, it is more convenient to deal with the lattice

G0(U, f) := udGd(U, f),

that is usually called the Brieskorn lattice of f . We have (see [68, Prop. 8.13]):

Theorem 5.4. If f : U → A1 is tame (in the sense of Katz, say), then the inclusion
G0(U, f) ⊂ G(U, f) reads

G0(U, f) =
Ωd(U)[u]

(ud + df)Ωd−1(U)[u]
↪−→ Ωd(U)[u, u−1]

(ud + df)Ωd−1(U)[u, u−1]
.

The spectrum at infinity. The spectrum ofG0(U, f) is the set of pairs (β, νβ) computed
with G0(U, f) instead of Gd(U, f), so that νβ = νdβ−d and therefore, according to
Proposition 4.30, the relation with the irregular Hodge filtration of Hd

dR(U, f) is

(21) νβ = rk grd−β
Firr

Hd
dR(U, f).

The perfect pairing compatible with ∂u of Theorem 4.20(2) reads (due to the definition
above of G0(U, f))

G0(U, f)⊗C[u] G0(U,−f) −→ udC[u],
and we can identify G0(U,−f) with the pullback ι∗G0(U, f) by the involution ι : u 7→
−u, that we also denote by G0(U, f). This is G0(U, f) as a C-vector space, and the
action of C[u]⟨u2∂u⟩ is defined as follows: if g ∈ G0(U, f), we denote it by g when
considering it as an element of G0(U, f); we then set P (u, u2∂u)·g := P (−u,−u2∂u) · g
in G0(U, f). The spectrum of G0(U, f) coincides with that of G0(U, f).

Corollary 5.5. If f : U → A1 is tame, the spectrum of f at infinity is symmetric with
respect to d/2 and is contained in [0, d].
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Proof. The first assertion follows from the behavior of spectrum with respect to duality
(see e.g. [60, Prop. 3.3]) or also from the behavior of the irregular Hodge filtration with
respect to duality provided by Theorem 3.21 and the identification (21). The second
assertion follows similarly from the remark after Theorem 3.21 (another argument has
been given in [60]).

5.3. An example: Laurent polynomials. In this section, we consider the
case where the affine variety U is the torus (Gm)

d. If we choose coordinates
x1, . . . , xd, then f is a Laurent polynomial in C[x±1

1 , . . . , x±1
d ]. Let us write

f =
∑

m∈Zd amx
m. The Newton polyhedron ∆(f) is the convex hull in Rd of the set

{0} ∪ {m ∈ Zd | am ̸= 0}. We say that f is nondegenerate with respect to ∆(f) if for
each face σ of ∆(f) not containing 0, setting fσ =

∑
m∈σ amx

m, the functions

fσ,
∂fσ
∂x1

, . . . ,
∂fσ
∂xd

do not vanish simultaneously on U . We say that f is convenient if 0 belongs to the
interior of ∆(f). In such a case, an argument similar to that of Broughton [5] shows
that f is M-tame, and therefore tame in the sense of Katz. It follows from [40] that

µ(f) = dimHd(U, f ;Q) = d!Vold(∆(f)).

The Newton filtration and the Brieskorn lattice. Let us assume that f convenient
and nondegenerate with respect to ∆(f). For each face σ of dimension d − 1 of the
boundary ∂∆(f), we denote by Lσ the linear form with coefficients in Q such that
Lσ ≡ 1 on σ. For g ∈ C[x, x−1], we set degσ(g) = maxm Lσ(m), where the max is
taken on the exponents m of monomials appearing in g, and deg(g) = maxσ degσ(g).

Remark 5.6.

(1) For g, h ∈ C[x, x−1], we have deg(gh) ⩽ deg(g) + deg(h) with equality if and
only if there exists a face σ such that deg(g) = degσ(g) and deg(h) = degσ(h).

(2) As 0 belongs to the interior of ∆(f), we have deg(g) ⩾ 0 for any g ∈ C[x, x−1]

and deg(g) = 0 if and only if g ∈ C. This would not remain true without this
assumption of convenience.

(3) Let us set dx/x = (dx1/x1)∧· · ·∧(dxd/xd). If ω ∈ Ωd(U), we write ω = gdx/x

and we define δ(ω) to be δ(g).

The increasing Newton filtration N•Ω
d(U) indexed by Q is defined by

NβΩ
d(U) := {gdx/x ∈ Ωd(U) | deg(g) ⩽ β}.

The previous remark shows that NβΩ
d(U) = 0 for β < 0 and N0Ω

d(U)=Cdx/x.
We extend this filtration to Ωd(U)[u] by setting

NβΩ
d(U)[u] := NβΩ

d(U) + uNβ−1Ω
d(U) + · · ·+ ukNβ−kΩ

d(U) + · · ·

and we induce it on the Brieskorn lattice G0(U, f):
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Definition 5.7. The Newton filtration of the Brieskorn lattice is defined by

NβG0 = image
[
NβΩ

d(U)[u] ↪→ Ωd(U)[u]→ G0

]

= NβΩ
d(U)[u]

/(
(ud + df)Ωd−1(U)[u] ∩NβΩ

d(U)[u]
)
.

Recall the family (Vβ(U, f/u))β∈−A+Z of C[u−1]-submodules of Hd
dR(U, f) such

that the residue of the connection at the origin has eigenvalues in [−β,−β + 1)

(see Section 4.7). The following theorem allows a combinatorial computation of the
spectrum of f at infinity.

Theorem 5.8 ([15, Th. 4.5]). Assume that f is convenient and nondegenerate with re-
spect to its Newton polyhedron. Then the Newton filtration N•G0 of the Brieskorn
lattice coincides with the filtration V•(U, f/u) ∩G0.

If we define the Newton spectrum in a way similar to that of Definition 4.29 by
using the Brieskorn lattice and the Newton filtration, we conclude that the Newton
spectrum satisfies the symmetry and bound properties like in Corollary 5.5, a property
that is far from obvious a priori.

Application to a conjecture of Katzarkov-Kontsevich-Pantev [37]. (See also [75, 28,
56].) Let ∆ ⊂ Rd be a simplicial polyhedron with vertices in Zd, having 0 in its
interior, and which is reflexive in the sense of [2, §4.1], that is, any linear form Lσ

considered above has coefficients in Z which are coprime. It is known (see loc. cit.)
that 0 is then the only integral point in the interior of ∆ and that the dual polyhedron
∆∨ = {ℓ ∈ (Rd)∨ | ℓ(m) ⩾ −1, ∀m ∈ ∆} is also reflexive. Let Σ be the cone on ∆∨

with apex 0, which is also the dual fan of ∆. It determines a toric variety X. Let us
assume that X is non singular (i.e., each (d− 1)-dimensional face of ∆∨ is a simplex,
the vertices of which form a basis of Zd.

Let V (∆∨) be the set of vertices of ∆∨ and, for a = (av)v∈V (∆∨) ∈ (C∗)V (∆∨),
let us consider the Laurent polynomial fa =

∑
v∈V (∆∨) avx

v ∈ C[x±1
1 , · · · , x±1

d ], that
we consider as a regular function on U = (Gm)

d. We have ∆(f) = ∆∨ and fa is
convenient and nondegenerate. Reflexivity implies that the jumps of the Newton
filtration N•Ω

d(U) are integer, hence so are the spectral numbers and the irregular
Hodge numbers, as well as the jumps of the V -filtration V•(U, fa) ⊂ Hd

dR(U, fa/u)

considered in Section 4.7. One also interprets this integrality property as the unipo-
tency of the monodromy operator on the cohomology operator on Hd(U, f−1

a (t);Q)

with respect to t 7→ eiθt for t ≫ 0 and eiθ ∈ S1. We denote by W•H
d(U, f−1

a (t);Q)

the monodromy weight filtration centered at d associated to the nilpotent part of the
monodromy (see [77, p. 661]).(5)

A toric special case of a conjecture of Katzarkov-Kontsevich-Pantev [37] (still not
solved in general, see [41] for an overview) asserts:
(22) ∀p ⩾ 0, dimgrpFirr

Hd(U, fa) = grW2pH
d(U, f−1

a (t);Q).

(5)It should not be confused with the weight filtration in Corollary 3.12, from which it is in fact a
limit.
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Theorem 5.9 (see [65]). The previous equality holds for any a ∈ (C∗)V (∆∨).

Sketch of proof. We only indicate the main ideas of the proof, showing the interplay
between algebraic geometry and singularity theory.

(1) From Kouchnirenko’s formula, µ(fa) is independent of a.
(2) A first step is to show that, separately, the left-hand side and the right-hand

side of (22) are independent of a as long as no entry of a vanishes. For the left-hand
side, according to (21), one can argue with the spectrum, and one shows that the
spectrum at infinity of fa is independent of a, due to the semi-continuity property of
[51] and the constancy of µ(fa). For the right-hand side, one shows that the family
Hd

dR(U, fa/u) is an algebraic vector bundle on Gm×(Gm)
V (∆∨) with a flat connection

having regular singularities along {0} × (Gm)
V (∆∨).

(3) The second step is to prove the result when av = 1 for all v ∈ V (∆∗). We set
f = f1. One knows from [2] that X is a smooth Fano projective variety (i.e., the
canonical bundle KX is anti-ample), and (see [24]), one can interpret f as the first
Chern class c1(TX) of X. In particular, by anti-ampleness of KX , the cup product
with c1(TX) satisfies the Hard Lefschetz property on the Q-Chow ring of X. Due
to a formula of Borisov-Chen-Smith [3], this Chow ring is identified with the graded
ring

grN• (Q[x, x−1]/(∂f).

Then one identifies multiplication by c1(TX) = f on this ring tensored by C with the
action of the monodromy on Hd

dR(U, f), by an argument similar to that of Varchenko
[81]. The Hard Lefschetz property implies then the desired equality (22).

Remark 5.10. In [14], one finds various combinatorial properties of the Hodge numbers
and the spectrum attached to a convenient nondegenerate Laurent polynomial.
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