
STOKES PHENOMENON IN DIMENSION TWO

CLAUDE SABBAH
URA 169 du C.N.R.S.

Centre de Mathématiques
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Introduction

A meromorphic connection on a complex analytic manifold X, with poles along a
reduced divisor Z ⊂ X is a coherent OX [∗Z]-module M (where OX [∗Z] denotes
the sheaf of meromorphic functions on X with poles along Z) equipped with a flat
connection ∇ : M→ Ω1

X ⊗M.
In this paper we will assume that X is a surface and Z is a curve. Such a connection

is then locally free over O[∗Z] and, given a local basis and local coordinates (x1, x2),
the matrix Θ of ∇ can be written Θ = A1(x1, x2)dx1 + A2(x1, x2)dx2 where A1, A2

have poles along Z and satisfy the following integrability condition

∂A2

∂x1

− ∂A1

∂x2

= [A1, A2].

The case when the connection is regular (equivalently with regular singularities)
is well understood in any dimension (see [3], see also [9] and [13]).

In dimension one, it is easy to give examples of regular or irregular meromorphic
connections. Consider for instance a holomorphic differential operator and apply the
usual criterion to determine wether its singularities are regular or not.

In dimension bigger than one, due to the integrability condition imposed on the
connection, explicit examples are not easily described. Many examples of regular
connections are obtained by constructions coming from algebraic geometry (Gauss-
Manin connection). The (partial or complete) Fourier transform takes a regular
connection on Cn into a (maybe) irregular connection on Cn (taking into account
singularities at infinity).

Meromorphic connections are a particular case of holonomic DX-modules. One
can apply to them operations of this theory (direct image for instance) and localize
to obtain new meromorphic connections.

This paper is a survey concerning (irregular) meromorphic connections and the
associated Stokes phenomenon in dimension two. We will give the main statements
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without proof (which will appear elsewhere). The first part consists of formal prop-
erties and the second one is concerned with asymptotic properties.

1 Formal structure of meromorphic connections in dimension two

1.1 Preliminaries

Operations on meromorphic connections. Given twoOX [∗Z]-connections, the direct
sum and the tensor product over OX have a natural structure of a meromorphic
connection. A morphism of meromorphic connections is a morphism of OX-modules
which commutes with ∇.

Inverse image of meromorphic connections. Let X ′ be a complex analytic manifold
(of dimension one or two) and let π : X ′ → X be an analytic map. Assume that
Z ′ = π−1(Z) has everywhere codimension one in X ′. One can then define the inverse
image π+M as a meromorphic connection on X ′ with poles along Z ′: as a OX′ [∗Z ′]-
module, this is π∗M; the connection matrix in a local basis is π∗Θ. We will mainly
consider the case when π is a sequence of blowing-up and ramified coverings, or the
case when π is the normalization of the germ of a curve in X not contained in Z.

Formal meromorphic connections. Let x0 ∈ Z. We can consider two kinds of
formalization of OX near x0:

• O
X̂|Z,x0

is the germ at x0 of the sheaf O
X̂|Z

, which is the formal completion of

OX along Z;

• O
X̂|x0 = Ôx0 is the ring of formal power series at x0 (and does not depend on

Z).

When Z = D is a curve with only normal crossings, we will denote Y a stratum of
D: if Y has dimension one, this is a connected component of the smooth part of D
and if Y has dimension zero, this is a crossing point of D. In this situation we will
mainly use the formal objects O

X̂|Y
for each stratum Y , instead of the sheaf O

X̂|D
(these objects do not glue as a sheaf on D).

The definition of a formal meromorphic connection is then straightforward.

1.2 Good formal structure

We assume here that Z = D is a curve with normal crossings in X.
Let ϕ be a local section of OX [∗D]. We will denote Eϕ the free OX [∗D]-connection

of rank 1, equipped with a basis for which the matrix of the connection is dϕ. The
isomorphism class of this connection only depends on the class of ϕ in OX [∗D]/OX ,
that we shall denote with the same symbol.
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Let x0 ∈ D and choose local coordinates at x0 such that D = {x1x2 = 0} if x0

is a crossing point of D and D = {x1 = 0} otherwise. We will say that a OX [∗D]-
connection R is regular if there exists a finite dimensional C-vector space V equipped
with an endomorphism δ1 (and δ2 if x0 is a crossing point, with [δ1, δ2] = 0), such
that R is locally isomorphic to the connection OX [∗D]⊗C V , where

xi∂xi
(f ⊗ v) = xi∂xi

(f)⊗ v + f ⊗ δi(v)

with i = 1, 2 if x0 is a crossing point, and i = 1 and

∂x2
(f ⊗ v) = ∂x2

(f)⊗ v

otherwise. Every regular connection can be locally realized as a successive extension
of rank one regular connections and such a connection will be denoted “xa” with
a ∈ C2 (and a2 = 0 if x0 is not crossing point).

An elementary local model M1 (at x0 ∈ D) is a OX [∗D]-connection isomorphic to
a direct sum

⊕
α∈A

(Eϕα ⊗Rα)

where (ϕα)α∈A is a finite family of local sections (at x0 ∈ D) of OX [∗D]/OX and
(Rα)α∈A a family of regular OX [∗D]-connections.

We will say that the elementary local model is good if it admits such a decompo-
sition for which the family (ϕα)α∈A satisfies the following

Property (B):

• If α 6= β, then ϕα 6= ϕβ in OX [∗D]/OX ; hence there exists at most one α ∈ A
such that ϕα = 0 and it is denoted α0;

• the divisors (ϕα)α∈A−{α0} and (ϕα−ϕβ)α 6=β∈A are supported on D and are < 0;
in particular the divisors (ϕα)α∈A are totally ordered.

In other words, when D = {x1 = 0}, each nonzero ϕα or ϕα − ϕβ can be written
x−r1

1 u(x1, x2) with r1 > 0 and u(0, 0) 6= 0, and when D = {x1x2 = 0}, each such polar
part is written x−r1

1 x−r2
2 u(x1, x2) with (r1, r2) ∈ N2 − {0} and u(0, 0) 6= 0.

An elementary local model admits a decomposition as a direct sum of elementary
connections Eϕα ⊗Rα, and if property (B) is satisfied, one can see that this decom-
position is unique. If the elementary local model is not good, it becomes so after a
convenient sequence of point blowing-up.

If M1 is a good elementary local model and if ϕα 6= 0 is an exponent appearing in
the good decomposition, the connection E−ϕα ⊗M1 is also a good elementary local
model.
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All these notions can be transposed for connections defined on O
X̂|Y

[∗D] when

Y is a stratum of D. One has then to take care that the ϕ̂α are local sections
of O

X̂|Y
[∗D]/O

X̂|Y
and that, if dim Y = 0, the connection Ê ϕ̂ does not necessarily

come from a OX [∗D]-connection, because if Y = {x0} we have OX,x0 [∗D]/OX,x0 6=
Ôx0 [∗D]/Ôx0 .

LetM be aOX [∗D]-connection. Let Y be a stratum of D. Denote M̂ = O
X̂|Y⊗OX

M. We will say that a OX [∗D]-connection M has a good formal decomposition along
(D, Y ) at 0 ∈ Y if there exists a good elementary local model M1 in a neighbourhood
of 0 and an isomorphism

M̂ ' M̂1.

Such a local model is then unique up to isomorphism.

We will say that M has a good formal structure along (D, Y ) at 0 ∈ Y if after a
covering ρ, cyclically ramified around the components of D, defined in a neighbour-
hood of 0, the inverse image ρ+M has a good formal decomposition along (D, Y ) at
0 ∈ Y .

We will say that M has a good formal structure along D if for every stratum Y
of the natural stratification of D it has a good formal structure along (D, Y ) at each
point of Y .

One can give a stronger definition of a good formal decomposition (for crossing
points of D): if the decomposition is valid after tensorisation with O

X̂|D
, (and the

local model is good) we will say that the decomposition is very good. The notion of
a very good formal structure is defined in the same way. This is usually too strong.

One can give a weaker definition of a good formal decomposition by requiring
only that the elementary model M1 is formal, i.e. that the exponents ϕ are formal.
This is weaker only at crossing points of D. The following shows that for a meromor-
phic connection defined over OX [∗D] (and not only over Ô[∗D]) the two properties
(existence of a formal structure or of a weak formal structure) are equivalent. More
precisely we have

Proposition 1.2.1 Let M be a OX [∗D]-connection. Then

1. for all x0 ∈ D, there exists an open neighbourhood ∆ of x0 in D such that M
has a good formal structure along ∆− {x0};

2. if M has a weak good formal structure (or decomposition) at x0 ∈ D then M has
a good formal structure (or decomposition) in a neighbourhood of x0; moreover,
in the case of a decomposition, an elementary local model at x0 is an elementary
local model at each point in a neighbourhood of x0.
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The fact that the existence of a good formal structure is generic (first point) is
analogous to some results in [1].

1.3 Existence of a good formal structure

Let Z be the germ of an analytic curve at x0 ∈ X and let M be a OX [∗Z]-connection
near x0. The following conjecture is not yet proved in general but the result would
certainly be central in the theory.

Conjecture 1.3.1 There exists a sequence of point blowing-up e : X ′ → X above x0

such that, above a neighbourhood of x0:

1. D = e−1(Z) is a divisor with normal crossings;

2. for each stratum Y of D, the formalized connection O
X̂′|Y ⊗OX′

e+M has a weak

good formal structure along D at each point of Y .

Thanks to the previous proposition, the second statement is equivalent to saying
that e+M has a good formal structure along D. However the statement given in the
conjecture applies as well to formal meromorphic connections. Notice also that the
conjecture would not be true with the second statement replaced with the fact e+M
admits a very good formal structure along D. At the moment we have

Theorem 1.3.2 The conjecture is true when the rank of M is ≤ 5.

Another example when the conjecture is true was mainly found by B. Malgrange
[11]: assume that Z is smooth at x0 and that the matrix of the connection in some
local basis has the following form in local coordinates for which Z = {x1 = 0}

Θ = x−r1
1

[
A(x1, x2)

dx1

x1

+ B(x1, x2)dx2

]

where A, B have holomorphic coefficients, r1 > 0 and A0 = A(0, 0) 6= 0 is a constant
regular matrix (i.e. its minimal polynomial is equal to its characteristic polynomial).
ThenM has a formal decomposition, which becomes good after a convenient sequence
of blowing-up. This can be used to prove that the conjecture is true if Z has normal
crossings at x0 and the matrix of the connection in some local basis is

Θ = x−r

[
A(x1, x2)

dx1

x1

+ B(x1, x2)
dx2

x2

]

where r = (r1, r2) ∈ N2 − {0}, A and B have holomorphic coefficients and for each
n1, n2 ∈ N−{0}, the matrix n1A(0, 0)+n2B(0, 0) is regular and nonzero (notice that
A(0, 0) and B(0, 0) commute, thanks to the integrability condition).
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Here is another family of examples for which the conjecture is true. Let U be an
open neighbourhood of 0 in C with coordinate x2; this open set will be chosen as
small as necessary. Let M be a holonomic O(U)[x1]〈∂x1

, ∂x2
〉-module (see e.g. [2]),

with regular singularities even along x1 = ∞.
Put ξ1 = ∂x1

et ∂ξ1
= −x1, so that O(U)[x1]〈∂x1

, ∂x2
〉 = O(U)[ξ1]〈∂ξ1

, ∂x2
〉. We

denote M̂ the module M considered as a O(U)[ξ1]〈∂ξ1
, ∂x2

〉-module: this is the Fourier
transform of M in the direction x1. It is also holonomic but not necessarily regular.
Moreover its singular set is a union of components of the divisor {ξ1 = 0,∞} ∪
{x2 = 0}. Hence, after localizing M̂ along its singular set, one gets a meromorphic
connection M̂ ′ on P1 × U , with poles along the singular set. We then have

Theorem 1.3.3 With these assumptions, conjecture 1.3.1 is true for M̂ ′.

1.4 Semi-continuity of irregularity

Let N be a meromorphic connection on (C, 0) with pole at 0. We will denote ir0N
the Malgrange-Komatsu irregularity number of N at zero. It is equal to the height of
the Newton polygon of N when N is defined by a holomorphic differential operator.

Let now X = (C2, 0), Z be a germ of reduced analytic curve at 0 and M be a
OX [∗Z]-connection. There exists an open neighbourhood of 0 in Z, that we shall
also denote Z, such that for every germ of smooth curve (Γ, z0) : (C, 0) → (Z, z0)
transverse to Z at z0 ∈ Z −{0}, the irregularity number of the restriction Γ+M at 0
is locally constant when z0 moves on Z − {0} (this follows for instance from § 2.4 in
[12]).

Let Zi (i ∈ I) be the irreductible components of the germ Z. Let γ : (C, 0) →
(C2, 0) be the germ of an analytic curve whose image is not contained in Z and let
γ+M be the inverse image on (C, 0) with pole at 0. Denote (γ, Zi) the intersection
multiplicity at 0 of γ(C, 0) and Zi, i.e. the valuation of the ideal γ∗JZi

.

Theorem 1.4.1 Assume that conjecture 1.3.1 is true for M. Then the irregularity
number of γ+M at 0 satisfies the following inequality

ir0(γ
+M) ≤

∑
i∈I

(γ, Zi) · irZi
(M)

where irZi
(M) denotes the irregularity number of the restriction of M to an analytic

germ of curve transverse to Zi − {0}.
The inequality can be strict, and even the LHS can be zero (i.e. the restriction

under γ can be regular) without the RHS being so. For instance consider the rank
one connection equal to C[x, x−1, t] · et/x with poles along x = 0 and take for γ the
curve t = 0.

This theorem also shows (if the conjecture is true) that confluence phenomena
from regular singularities to an irregular one cannot occur in an integrable family of
meromorphic connections.
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2 Analytic structure of meromorphic connections in dimension two

2.1 Preliminaries

We recall some notations of [14]. It will be convenient here to work in any dimension.
Hence X will denote a complex analytic manifold, D a divisor with normal crossings
in X all irreducible components of which are assumed to be smooth. When we
consider a local situation, we will use the following notations: X = V × Y where V
is a neighbourhood of 0 in Cn and Y is a neighbourhood of 0 in Cp; the manifold
X has coordinates x1, . . . , xn, y1, . . . , yp and we will denote D = {x1 · · ·xn = 0}. We
will identify Y with {0} × Y ⊂ X. In the application we will have dim X = 2 and
n = 1 or n = 2.

Let DX be the sheaf of analytic differential operators on X (see for instance [2]).
Denote π : X̃(D) → X the map obtained by composing the real oriented blowing-

up of the components of D. Locally we have X̃(D) ' (R+)n× (S1)n×Y and we have
polar coordinates on X̃(D).

Let C∞
X̃(D)

be the sheaf of C∞ functions on X̃(D). It comes equipped with a

left action of logarithmic differential operators π−1DX〈log D〉 and their conjugates
π−1DX〈log D〉 (locally generated by the logarithmic vector fields). Put

A
X̃(D)

=
n⋂

i=1

ker xi∂xi
∩

p⋂
j=1

ker ∂yj
⊂ C∞

X̃(D)
.

This is a sheaf of left π−1DX-modules (see for instance § 2 in [14]).
Local sections of A

X̃(D)
on X̃(D) are holomorphic functions in multi-sectors which

admit asymptotic expansions, which are uniform with respect to Y , when the variables
x go to 0.

If Z is a closed subspace of D, we will consider the sheaf A<Z

X̃(D)
which is the

intersection of A
X̃(D)

and P<π−1(Z)

X̃(D)
(C∞ functions on X̃(D), flat on π−1(Z)). We

will mainly consider the case when Z is a smooth submanifold of D or the case when
Z = D. We denote

Ẫ
X|Z

= lim←−
k

A
X̃

/J k
ZAX̃

the formal completion of A
X̃

along (the inverse image of) Z and we denote TZ :
A

X̃
→ Ẫ

X|Z
the natural map.

In the local setting, when Z is defined by x1 = · · · = xr = 0, the restriction to Z
of the sheaf O

X̂|Z
(which is zero outside Z) is the sheaf defined by

U 7−→ OZ(U) [[x1, . . . , xr]]
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(formal power series in x1, . . . , xr with coefficients in OZ(U)). In the same way, let
Z̃ be the oriented real blowing-up Z along xr+1 = 0,. . . , xn = 0. We have a map

p : π−1(Z) → Z̃ with fibre (S1)r: in polar coordinates, the projection π : X̃(D) → X
is given by xj = ρje

iθj for all j = 1, . . . , n, π−1(Z) is defined by ρj = 0 for all
j = 1, . . . , r and p forgets the arguments θj for j = 1, . . . , r. Let A

Z̃
[[x1, . . . , xr]] the

sheaf on Z̃ defined by

Ũ 7−→ A
Z̃
(Ũ) [[x1, . . . , xr]]

(formal power series in x1, . . . , xr with coefficients in A
Z̃
(Ũ)). Then we have Ẫ

X|Z
=

p−1A
Z̃

[[x1, . . . , xr]] and π∗Ẫ
X|Z

= O
X̂|Z

. One can see in an analogous way that there

is an exact sequence

0 −→ A<Z

X̃
−→ A

X̃

TZ−→ Ẫ
X|Z

.

When Z = Y , we have Ẫ
X|Z

= π−1O
X̂|Y . When Z = D, a section of the sheaf

A<D

X̃(D)
on an open set Ω of X̃(D) is a holomorphic function on Ω−π−1(D) which, for

every compact set K of Ω and all N ∈ Np, satisfies estimates of the following type
on K − π−1(D)

|ϕ(x)| ≤ CK,N

∣∣∣xN1
1 · · ·xNn

n

∣∣∣ .
This follows from Cauchy integral formulas. The sheaf Ẫ

X|D
can be understood using

the Mayer-Vietoris complex:

Lemma 2.1.1 The Mayer-Vietoris complexes

0 → O
X̂|D

→
n
⊕
i=1
O

X̂|Di
→ ⊕

i,j
O ̂X|Di∩Dj

→ · · · → O
X̂|Y

→ 0

and

0 → Ẫ
X|D

→
n
⊕
i=1
A ̂̃

X|Di

→ ⊕
i,j
A ̂

X̃|Di∩Dj

→ · · · → Ẫ
X|Y

→ 0

are exact.

It follows from this lemma that π∗Ẫ
X|D

= O
X̂|D

and that the sequence

0 −→ A<D

X̃
−→ A

X̃

TD−→ Ẫ
X|D

is exact. The following proposition (Borel-Ritt lemma) is important:
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Proposition 2.1.2 (Majima [6]) If Z is an intersection of components of D the
sequence

0 −→ A<Z

X̃
−→ A

X̃

TZ−→ Ẫ
X|Z

−→ 0

is exact, as well as the sequence

0 −→ A<D

X̃
−→ A

X̃

TD−→ Ẫ
X|D

−→ 0.

2.2 Theorems of Malgrange-Sibuya type

We consider here the local setting introduced above. Denote GL<D
d (A

X̃
) the subsheaf

of GLd(AX̃
) whose local sections are matrices for which the image in GLd(Ẫ

X|D
) is

equal to the identity matrix. These are the matrices which can be written Id +M with
M ∈ End((A<D

X̃
)d). Let us give independent variables z = (z1, . . . , zr). One defines in

the same way GL<D
d (A

X̃
[[z]]) (where A

X̃
[[z]] has been defined in § 2.1). The following

result is a variant of a theorem due to Majima ([6], [5]) which is a generalization of a
theorem of Malgrange-Sibuya.

Theorem 2.2.1 The image of

H1
(
π−1(0), GL<D

d (A
X̃

[[z]])
)
−→ H1

(
π−1(0), GLd(AX̃

[[z]])
)

is (the class of) the identity.

The following corollary is proved by induction on n using Mayer-Vietoris type
arguments.

Corollary 2.2.2 The image of

H1
(
π−1(0), GL<Y

d (A
X̃

)
)
−→ H1

(
π−1(0), GLd(AX̃

)
)

is the identity.

One also deduces

Corollary 2.2.3 If T ⊃ Y 3 0 is an intersection of components of D and DT denotes
the union of components of D which do not contain T , the image of the map

H1
(
π−1(0), GL

<(DT∩T )
d (Ẫ

X|T
)
)
−→ H1

(
π−1(0), GLd(Ẫ

X|T
)
)

is the identity, as well as the one of

H1
(
π−1(0), GL<Y

d (Ẫ
X|T

)
)
−→ H1

(
π−1(0), GLd(Ẫ

X|T
)
)

.
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2.3 Good A-structure

We assume here that X has dimension two, so we have n = 1 or n = 2 in the previous
notations.

Let M be a OX [∗D]-connection. Denote M
X̃

= A
X̃(D)

⊗π−1OX
π−1M, which

is a A
X̃(D)

[∗D]-module, locallly of finite type, equipped with a compatible action of

D
X̃

def
= A

X̃(D)
⊗π−1OX

π−1DX . Let Y be a stratum of D (hence of dimension one or

zero).
We will say that M has a good A-decomposition along (D, Y ) at 0 ∈ Y if there

exists a good elementary local model M1 in a neighbourhood of 0 and for all θ0 ∈
π−1(0) an isomorphism

M
X̃,θ0 ' M1X̃,θ0

inducing a formal isomorphism M̂ ' M̂1 independent of θ0 ∈ π−1(0), where M̂ =
Ẫ

X|Y
⊗π−1OX

M (recall that on π−1(Y ) one has Ẫ
X|Y

= π−1O
X̂|Y

). In particular M

has a good formal decomposition along (D, Y ) at 0.
We will say that M has a good A-structure along (D, Y ) at 0 ∈ Y if after a

convenient local ramification ρ around the components of D, the inverse image ρ+M
has a good A-decomposition along (D′, Y ) at 0.

We will say that M has a good A-structure along D if for every stratum Y of D
it has a good A-structure along (D, Y ) at each point of Y . In particular M has a
good formal structure along D.

Theorem 2.3.1 If M has a good formal decomposition (resp. a good formal struc-
ture) along (D, Y ) at 0 ∈ Y , then M has a good A-decomposition (resp. a good
A-structure) there.

From this follows

Corollary 2.3.2 Let X be a complex analytic surface, Z be a divisor of X and M
be a OX [∗Z]-connection. If conjecture 1.3.1 is true for M, there exists a sequence
of point blowing-up e : X ′ → X such that all irreducible components of e−1(Z) are
smooth and intersect each other normally, and such that the inverse image e+M has
a good A-structure along e−1(Z).

When dim X = 1, the map e is equal to identity and the theorem is a result of
Hukuhara-Turrittin (see for instance [15,10]).

The proof of theorem 2.3.1 is done in two steps. The first one is a consequence of
the work of H. Majima [6]:

Theorem 2.3.3 Let x0 ∈ D and θ0 ∈ π−1(x0) ⊂ X̃(D). Let M be a OX [∗D]-
connection in a neighbourhood of x0 and assume that we are given an isomorphism

Ẫ
X|D,θ0

⊗
O

X,x0

M ∼−→ Ẫ
X|D,θ0

⊗
O

X,x0

M1
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where M1 is a good elementary model. Then this isomorphism can be lifted as an
isomorphism

A
X̃,θ0 ⊗

O
X,x0

M ∼−→ A
X̃,θ0 ⊗

O
X,x0

M1.

When x0 is not a crossing point of D, this theorem is due to Sibuya and implies
theorem 2.3.1. Indeed by assumption there exists an elementary model M1 such that

O
X̂|D,x0

⊗
O

X,x0

M ' O
X̂|D,x0

⊗
O

X,x0

M1 (1)

and one gets immediately for all θ0 ∈ π−1(x0) an isomorphism (independent of θ0)

Ẫ
X|D,θ0

⊗
O

X,x0

M ' Ẫ
X|D,θ0

⊗
O

X,x0

M1 (2)

hence (from the theorem) an isomorphism (depending on θ0)

A
X̃,θ0 ⊗

O
X,x0

M ' A
X̃,θ0 ⊗

O
X,x0

M1 (3)

which lifts (2) hence (1).

When x0 is a crossing point, this result is not enough to prove theorem 2.3.1. One
has to show moreover

Proposition 2.3.4 Let M be a OX [∗D]-connection in a neighbourhood of a crossing
point x0 having a good elementary model M1 at x0, i.e. equipped with an isomor-
phism M̂ ' M̂1. Then for all θ0 ∈ π−1(x0), this isomorphism can be lifted as an
isomorphism

Ẫ
X|D,θ0

⊗
O

X,x0

M ' Ẫ
X|D,θ0

⊗
O

X,x0

M1.

From lemma 2.1.1, it is equivalent to find liftings

A ̂̃
X|Di,θ0

⊗
O

X,x0

M ' A ̂̃
X|Di,θ0

⊗
O

X,x0

M1 (4)

for i = 1, 2.

2.4 Local classification of meromorphic connections having a good A-decomposition

We consider here a local situation and we choose coordinates x1, x2 on X in such a
way that D = {x1 = 0} or D = {x1x2 = 0}. Let M be a OX [∗D]-connection having
a good A-decomposition along (D, Y ) at 0 ∈ Y and let M1 be a good elementary
local model. One can associate with it

11



• a formal isomorphism f̂ : M̂ → M̂1;

• for all θ0 ∈ π−1(0) a lifting fθ0 : M
X̃,θ0

→M1X̃,θ0 of f̂ .

We will say that two pairs (M, f̂) and (M′, f̂ ′) are equivalent if (in a neighbour-
hood of 0 ∈ Y ) there exists an isomorphism of OX [∗D]-connections M ∼−→M′ such
that the composition

M̂ ∼−→ M̂′ f̂ ′−→ M̂1

is equal to f̂ . Given a sheaf of left modules M over a sheaf of rings A, we denote
AutA M the sheaf of local A-isomorphisms of M into itself. Then as in dimension one

(see [8]) one can associate with such a pair a class in H1

(
π−1(0), AutD

X̃
[∗D](M1X̃

)
)

whose image in

H1

π−1(0), AutD̂̃X|Y [∗D](M1̂̃
X|Y

)

 = H1

(
π−1(0), π−1 AutD

X̂|Y
[∗D](M̂1)

)

is (the class of) the identity.

Lemma 2.4.1 The maps

AutD
X̃

[∗D](M1X̃
) −→ AutD̂̃X|Y [∗D](M1̂̃

X|Y
)

and

AutDX [∗D](M1) −→ AutD
X̂|Y

[∗D](M̂1)

are onto.

We shall denote the kernels Aut<Y
D

X̃
[∗D](M1X̃

) and Aut<Y
DX [∗D](M1).

It follows from this lemma that we have an exact sequence of pointed sets

Id → H1
(
π−1(0), Aut<Y

D
X̃

[∗D](M1X̃
)
)
→

→ H1
(
π−1(0), AutD

X̃
[∗D](M1X̃

)
)
→ H1

π−1(0), AutD̂̃X|Y [∗D](M1̂̃
X|Y

)


and one gets a map from the set of classes (M, f̂) (pointed by the class (M1, Id)) to

H1

(
π−1(0), Aut<Y

D
X̃

[∗D](M1X̃
)
)
.

Theorem 2.4.2 This map is bijective.
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2.5 Solutions of meromorphic connections with values in the sheaf of distributions

In [4] M. Kashiwara has introduced a conjugation functor for holonomic D-modules.
We shall consider here the analogue of this functor for meromorphic connections.
Recall first some notations.

Let Z ⊂ X be a closed analytic subset of a complex analytic manifold X. Let
Dbmod Z

X denote the sheaf (on X) of distributions on X − Z which have moderate
growth along Z. This is (locally on X) the dual of P<Z

X , the sheaf of C∞ functions
on X which are flat on Z (i.e. for which all derivatives vanish identically on Z).
Moreover (see chap. VII, § 1 in [7]), it is the image of DbX (the sheaf of distributions
on X) by the natural morphism DbX → j∗DbX−Z , where j : X − Z ↪→ X denotes
the inclusion. We hence have an exact sequence

0 → DbX,Z −→ DbX −→ Dbmod Z
X → 0

where DbX,Z denotes the sheaf of distributions supported on Z.
If Z is a divisor in X given locally by an equation f = 0, one can see that f and

f act in an invertible way on Dbmod Z
X . Using the injectivity of DbX over OX , one

verifies that

Dbmod Z
X = OX [∗Z] ⊗

OX

DbX = OX [∗Z] ⊗
O

X

DbX .

The sheaf Dbmod Z
X is a OX [∗Z]-module equipped with a flat connection (i.e. with

a structure of a DX-module), but of course is not OX [∗Z]-coherent. If X denotes the
complex conjugate manifold (for which the sheaf of holomorphic function is the sheaf
of antiholomorphic functions on X), then Dbmod Z

X is also a O
X

[∗Z]-module equipped
with a flat connection, i.e. with a structure of a D

X
-module. If M is a meromorphic

connection, then HomDX
(M,Dbmod Z

X ) comes naturally equipped with a structure of
a D

X
[∗Z]-module.

Theorem 2.5.1 Let Z be a divisor in the surface X and let M be a OX [∗Z]-
connection. Assume that conjecture 1.3.1 is true for M. Then

1. ExtiDX
(M,Dbmod Z

X ) = 0 for i 6= 0 and

2. HomDX
(M,Dbmod Z

X ) is a meromorphic O
X

[∗Z]-connection.

This theorem is proved by analysing the effect of complex conjugation on the
Stokes matrices which represent the 1-cocycle given by the classification theorem
2.4.2.
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13. Z. Mebkhout, Le théorème de comparaison entre cohomologies de de Rham d’une
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