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Abstract

We develop the theory of relative regular holonomic D-modules with a smooth complex
manifold S of arbitrary dimension as parameter space, together with their main functo-
rial properties. In particular, we establish in this general setting the relative Riemann-
Hilbert correspondence proved in a previous work in the one-dimensional case.
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1. Introduction

In this article, we are concerned with holomorphic families of coherent D-modules on a complex
manifold X of dimension dX , parametrized by a complex manifold S, that is, coherent modules
over the ring DX×S/S of linear relative differential operators with respect to the projection pX :
X × S → S (simply denoted by p when no confusion is possible). More specifically, we consider
families for which the characteristic variety in the relative cotangent space (T ∗X)×S is contained
in the product by S of a fixed closed conic Lagrangian analytic subset Λ ⊂ T ∗X. Following
[FMFS21, MFS13, MFS19], we call these systems relative holonomic DX×S/S-modules. Here are
some examples.

(i) Deligne considered in [Del70] the case of vector bundles E on X × S with a flat relative
connection ∇, and established an equivalence with the category of locally constant sheaves
of coherent p−1X OS-modules on X × S. In this case, the relative characteristic variety is the
product of the zero section T ∗XX by S.

(ii) For any holonomic DX -module M on X with characteristic variety Λ, the pullback q∗M =
OX×S ⊗q−1OX

q−1M by the projection q : X ×S → X is naturally endowed with a DX×S/S-
module structure, and the relative characteristic variety of M is equal to Λ×S. For (E,∇) as
in (i), the characteristic variety of q∗M⊗OX×S

E (equipped with its natural DX×S/S-module
structure) is contained in Λ× S.

(iii) Some integral transformations from objects on X to objects on S have kernels which are
such flat bundles (E,∇). One of them is the Fourier-Mukai transformation FM introduced
by Laumon [Lau96] and Rothstein [Rot96], which attaches to any bounded complex of D-
modules with coherent cohomology on an abelian variety A a bounded complex of O-modules
with coherent cohomology on the moduli space A♯ of line bundles with integrable connection
on A (cf. [Sch15] and the references therein). It is obtained as the integral transform with
kernel P on A × A♯ associated to the Poincaré bundle on the product A × Pic0(A). By
construction, P is equipped with a flat relative connection, i.e., is a DA×A♯/A♯-module. Then
q∗M ⊗O

A×A♯
P is an instance of (ii), and FM(M) is the pushforward Dp∗(q

∗M ⊗O
A×A♯

P).
It is an object of Db

coh(OA♯).
(iv) Given a holonomic DX -module M and holomorphic functions f1, . . . , fp on X defining a

divisor Y ={
∏
i fi=0}, and setting S = Cp with coordinates s1, · · · , sp, the S-analytic

counterpart of [Mai23, Prop. 13] asserts that the DX×S/S-submodule generated by q∗M ·
(
∏
i f

si
i ) in the twisted coherent DX×S/S(∗(Y × S))-module q∗M(∗(Y × S)) · (

∏
i f

si
i ) is

relative holonomic.
(v) In his construction of moduli spaces for regular holonomic D-modules, Nitsure [Nit99] fixes

a divisor with normal crossings in X and deforms pre-D-modules (extending the notion of
vector bundle with flat logarithmic connection) relative to this divisor and its canonical
stratification. The corresponding holomorphic family of regular holonomic D-modules has
its characteristic variety adapted to this stratification, hence of the form Λ× S.

(vi) Mixed twistor D-modules (cf. [Moc15]) are compound objects defined on the product of X
by the complex line C, whose module components are holomorphic families of holonomic
D-modules parametrized by S = C∗ degenerating at 0 ∈ C to a coherent module on the
cotangent space T ∗X. On S, the characteristic variety of each holonomic D-module is, by
definition, contained in a fixed Lagrangian variety Λ. Of particular interest are the regular
mixed twistor D-modules, which have furnished the first example of families we are dealing
with (cf. [MFS13]).
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Our definition of relative holonomicity imposes the following: the only possible changes in
the characteristic variety of the restricted DX -module to a fixed parameter, when the param-
eter varies, is a change of multiplicities on each irreducible component of Λ. This condition is
reasonable, as shown by the previous examples.

Besides, not any relative holonomic DX×S/S-module K can serve as the kernel of an integral
transformation as in (iii), because it cannot be ensured that, for a holonomic DX -module M, the
tensor product q∗M⊗OX×S

K is DX×S/S-coherent, in contrast with the classical result when S is
reduced to a point. Indeed, in general, Bernstein-Sato theory only applies on some open subset
of S depending on M, as exemplified in [MFS17, Ex. 2.4]. Fortunately, adding the regularity
property—as defined in [MFS19]—of the kernel K and of M overcomes this difficulty, as already
shown in [FMFS21] when dimS = 1.

In order to replace Bernstein-Sato theory, the main tool is the stability of regular holonomicity
by D-module pullback [FMFS21, Th. 2], that we generalize to the case where dimS can be
arbitrary.

Theorem 1 Stability by pullback. Let M ∈ Db
rhol(DX×S/S) and let f : Y → X be a morphism of

complex manifolds and let us still denote by f the morphism f×Id. Then Df
∗M ∈ Db

rhol(DY×S/S).

A possible application of our approach is that, for an integral transformation as in (iii) with
regular holonomic kernel K, the analysis of local properties of q∗M ⊗LOX×S

K leads to a better
understanding of the K-transform Dp∗(q

∗M⊗LOX×S
K) of M.

Here are natural examples of regular holonomic DX×S/S-modules:

(i) Coherent DX×S/S-submodules of regular holonomic DX×S-modules, provided that the irre-
ducible components of the characteristic variety of the latter decompose as products with
respect to the product decomposition T ∗X × T ∗S (cf. Section 3.c); they can be called inte-
grable regular holonomic DX×S/S-modules.

(ii) In the setting of (iv) above, let us assume that M is regular holonomic. Then the coher-
ent DX×S/S(∗(Y × S))-module q∗M(∗Y × S) ·

∏
i f

si
i is DX×S/S-regular holonomic, hence

DX×S/S-coherent (cf. Example 4.36) and this enables us to recover the S-analytic version
of the result of Maisonobe in (iv) when M is regular holonomic.

We have developed in [MFS13] the notion of relative C-constructible complex and relative
perverse complex on X × S, generalizing the notion of relative local system of coherent p−1X OS-
modules considered by Deligne. For each stratum Xα of a suitable complex stratification (Xα)
of X, each cohomology of such a complex is locally isomorphic to p−1Xα

Gα for some coherent OS-
module Gα. We prove here a Riemann-Hilbert correspondence for any dimS (the dimS = 1 case
was proved in [FMFS21]).

Theorem 2 Relative Riemann-Hilbert correspondence. The functors
pSolX : Db

rhol(DX×S/S) −→ Db
C-c(p

−1
X OS)

RHSX : Db
C-c(p

−1
X OS) −→ Db

rhol(DX×S/S)

are quasi-inverse equivalences of categories.

The proof of the correspondence is now made possible owing to [MFP21], as we construct
the relative Riemann-Hilbert functor RHSX by means of the site Xsa × S introduced in [MFP21]
instead of the subanalytic site Xsa × Ssa considered in [MFP14] and used in [MFS19, FMFS21].
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The main results are the exact analogues of Theorems 2 and 1 in [FMFS21] for S of arbitrary
dimension, with the same notation for relative regular holonomic complexes and S-C-constructible
complexes, and the same meaning for the perverse solution functor pSolX . We change the order
of the theorems with respect to loc. cit. since their proofs are done the other way round in the
present paper.

The strategy for the proof of these theorems is similar to that of [FMFS21]: it is made precise
in Sections 4.e and 6. However, when dimS ⩾ 2, we have to distinguish between S-torsion-
freeness and S-flatness (also called strictness in loc. cit.). While this is not much trouble for some
of the results, owing to the analysis of t-structures made in [FMF18], we are led to using Rossi’s
flattening theorem of [Ros68] at some point.

Along the way, we complement the results of [MFS19, FMFS21] by giving further characteri-
zations and properties of regular holonomic DX×S/S-modules or objects of the bounded derived
category Db

rhol(DX×S/S), which are needed for the proof.

Comparison with other works on regular holonomic D-modules with parameters

(i) In [DGS11], the authors introduce a formal parameter ℏ and the corresponding rings C[[ℏ]],
OX [[ℏ]], DX [[ℏ]] denoted by Dℏ

X . They define the notion of regular holonomic Dℏ
X -module by

asking that the restriction to the closed point ℏ = 0 is a regular holonomic DX -module which
is different from our point view since we ask regular holonomicity at any value of the param-
eter. They prove a Riemann-Hilbert correspondence with the category of C-constructible
complexes of CX [[ℏ]]-modules by means of a functor they denote by THℏ, which would cor-
respond to the notation RHSX in the present paper. The main difference with the notions
introduced in the present paper (or more precisely with those introduced in [FMFS21], which
only considered the case where dimS = 1) is that the sheaves considered in [DGS11] are
sheaves of C[[ℏ]]-modules on X, while we consider sheaves of p−1X OS-modules on the product
space X × S. The authors also consider the restriction at the generic point of C[[ℏ]], that is,
modules over the ring DX((ℏ)) which has no counterpart in our setting.

(ii) If instead of considering DX -modules one considers flat meromorphic bundles on X (i.e.,
meromorphic connections) with fixed pole divisor, there are many works in the algebraic or
formal setting, with base fields or rings that can be different from C. Since the literature
is vast, let us only mention [ABC20] and the more recent preprint [HdST21]. In the latter
preprint, the authors extend Deligne’s equivalence result [Del70, Th. II.5.9] to an equivalence
with a formal parameter. The corresponding equivalence in the present article would be that
for DX×S/S-modules of D-type, as defined in Section 4.

(iii) Wu [Wu21] has established a Riemann-Hilbert correspondence similar to that of Theorem 2
in the case of Alexander complexes that occur in Example (iv) above.

Organization of the paper In Section 2, we review and complete various results on coherent
DX×S/S-modules obtained in our previous works [MFS13, MFS19, FMF18, FMFS21]. We em-
phasize the behavior of holonomicity with respect to pullback and proper pushforward both with
respect to X and to the parameter space S. Note that the parameter space S is always assumed to
be a complex manifold, while one should be able to generalize various statements to any complex
analytic space. For example, the sheaf DX×T/T is well-defined if T is a possibly singular and non
reduced complex analytic space with sheaf of functions OT . In this work, we restrict the setting
to those complex spaces T that are embeddable in a smooth complex manifold S, with ideal
IT ⊂ OS , and we regard DX×T/T -modules as DX×S/S-modules annihilated by IT .
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In Section 3, we complement various results of [FMFS21] on the regularity property. In par-
ticular, we give details on [FMFS21, Rem. 1.11]. Furthermore, the relation with the usual notion
of regularity of holonomic DX×S-modules is made precise in Section 3.c. Stability under base
pullback and proper base pushforward is established in Section 3.b (as usual, under a goodness
assumption for proper pushforward). The case of pushforward with respect to a proper morphism
f : X → Y (with a goodness assumption) has already been treated in [MFS19], and stabil-
ity by pullback, which is the content of Theorem 1 needs first a detailed analysis of holonomic
DX×S/S-modules of D-type.

This analysis is performed in Section 4. The reasoning made in [MFS19] when dimS = 1,
relying on the property that the torsion-free quotient of a coherent OS-module is locally free, has
to be adapted by using base changes with respect to S, so that the base functoriality properties
considered in Sections 2 and 3 are most useful. Theorem 1 is proved in Section 4.e in a way
similar to that done in [FMFS21]. In Section 4.f, we give a characterization of relative regular
holonomicity in terms of formal solutions.

Section 6 gives details on the main steps of the proof of Theorem 2. The strategy is similar to
the one in [MFS19], although we need various new technical details contained in Section 5. On the
one hand, the construction of the Riemann-Hilbert functor RHSX is now performed by using the
partial subanalytic site Xsa × S introduced in [MFP21]. On the other hand, the comparison
between two definitions of Deligne’s extension, one using the standard notion of moderate growth
and the other one obtained via the complex of tempered holomorphic functions on the partial
subanalytic site Xsa × S, is also done in Section 5, relying once more on results of [MFP21].
We emphasize that the proof given here is simpler, when dimS = 1, than that given in [MFS19].

Acknowledgements We thank Luca Prelli and Pierre Schapira for useful discussions and sug-
gestions. We thank Hélène Esnault for pointing out to us the preprint [HdST21], and its authors
for interesting discussions. We are deeply thankful to the referee whose comments helped us to
rethink and thus to improve our work.

2. A review on relative coherent and holonomic D-modules

For complex analytic manifolds X and S, we denote by

pX : X × S −→ S and qS : X × S −→ X

the projections, and we use the notation p, q when there is no confusion possible. The sheaf of
relative differential operators DX×S/S is naturally defined as

DX×S/S = q−1DX ⊗q−1OX
OX×S = OX×S ⊗q−1OX

q−1DX . (2.1)

2.a Coherence, goodness and holonomicity
We adapt the definitions of [Kas03, §4.7], which we refer to for properties and proofs.

Definition 2.2. We say that an OX×S-module F is

(i) O-good on X × S if, on any relatively compact open set U of X × S, F|U is the direct limit
of an increasing sequence of OU -coherent submodules (equivalently, the direct limit of an
inductive system of OU -coherent modules).

(ii) O-quasi-coherent if each point of X ×S has an open neighborhood U on which F is O-good.
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We say that a DX×S/S-module M is

(iii) good on X × S if it is O-good on X × S and DX×S/S-coherent.

The category ModO-q-coh(OX×S) of O-quasi-coherent OX×S-modules is an abelian full sub-
category of Mod(OX×S) closed under extensions. Let Y be a hypersurface of X. We denote by
•(∗Y ), instead of •(∗(Y × S)), the localization functor along the hypersurface Y × S of X × S.
We will use the notation X∗ = X ∖ Y .

Lemma 2.3.

(i) Let L be an O-quasi-coherent module. Then L(∗Y ) is O-quasi-coherent.
(ii) Let L be an O-quasi-coherent module supported on Y × S and localized along Y × S (i.e.,

L ≃ L(∗Y )). Then L = 0.

(iii) Let M
ϕ−→ N be a morphism of O-quasi-coherent modules which are localized along Y × S.

If the restriction of ϕ at X∗ × S is an isomorphism (resp. zero) then ϕ is an isomorphism
(resp. zero).

Proof.

(i) By definition any point of X×S has an open neighborhood U , which we can suppose to be a
relatively compact open set, on which L|U =

⋃
iLi is the direct limit of an increasing sequence

of O-coherent submodules Li. Since Li(∗Y ), being equal to
⋃
n I
−n
Y×SLi, is O-quasi-coherent

for every i, so is L|U (∗Y ) =
⋃
iLi(∗Y ).

(ii) The question is local. Since L is an O-quasi-coherent module supported on Y × S, we can
suppose (up to shrinking the neighborhood) that it is a direct limit L=

⋃
iLi of an increasing

sequence of O-coherent submodules Li which are supported on Y ×S. Therefore Li(∗Y ) = 0
for every i and thus L(∗Y ) =

⋃
iLi(∗Y ) = 0.

(iii) Let us denote by L and L′ respectively the kernel and the cokernel of ϕ. They are O-quasi-
coherent modules. If the restriction of ϕ to X∗ × S is an isomorphism, they are supported
on Y ×S. By applying the localization functor along Y , we get the following exact sequence
of O-quasi-coherent modules (by the first point)

0 −→ L(∗Y ) −→M(∗Y ) −→ N(∗Y ) −→ L′(∗Y ) −→ 0.

By hypothesis, M(∗Y ) ≃ M and N(∗Y ) ≃ N, thus L(∗Y ) ≃ L, L′(∗Y ) ≃ L′ and by the
previous point L and L′ are zero. It ϕ|X∗×S is zero, L→ M is an isomorphism on X∗ × S,
hence it is an isomorphism and so ϕ is zero.

Let DX×S/S(∗Y ) be the coherent sheaf of rings OX×S(∗Y )⊗OX×S
DX×S/S . Then any coherent

DX×S/S- or DX×S/S(∗Y )-module is O-quasi-coherent. On the other hand, any O-quasi-coherent
DX×S/S-submodule N of a coherent DX×S/S-module M is DX×S/S-coherent. The next lemma
follows by an easy adaptation of [Kas03, Prop. 4.23].

Lemma 2.4.

(i) The category of coherent, resp. O-good, DX×S/S-modules, is abelian and stable by extensions
in Mod(DX×S/S), and Db

coh(DX×S/S), resp. Db
good(DX×S/S), is a triangulated full subcate-

gory of Db(DX×S/S).

(ii) Let M• be a bounded complex of O-good DX×S/S-modules. Then each cohomology Hℓ(M•)
is O-good on X × S.
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(iii) On any relatively compact open subset U ⋐X × S, each good DX×S/S-module N comes in
an exact sequence

0 −→ N′ −→ DX×S/S ⊗OX×S
L −→ N|U −→ 0

with L being OU -coherent and N′ being good on U . In particular, N|U has a coherent
F•DX×S/S-filtration.

Remark 2.5.

(i) With a slight adaptation of the proof of Lemma 2.3(i) we conclude that if M is good
(resp. DX×S/S-coherent) then M(∗Y ) is O-good (resp. O-quasi-coherent).

(ii) If a local section m of an O-quasi-coherent module satisfying M = M(∗Y ) is zero when
restricted to X∗ × S, then it is zero. Indeed if m is defined on U × US , m generates an
O-coherent submodule of M(∗Y )|U×US

which is supported on Y × S; given a local defining
equation f = 0 for Y , we have fkm = 0 for some k, thus m = 0.

Characteristic varieties To any object M of Modcoh(DX×S/S) is associated, by means of local
coherent OX×S-filtrations, its characteristic variety Char(M), which is contained in T ∗X × S.
A coherent DX×S/S-module is holonomic if its characteristic variety is contained in Λ×S, with Λ
closed complex analytic Lagrangian C∗-homogeneous in T ∗X. Correspondingly are defined the
derived categories Db

coh(DX×S/S) and Db
hol(DX×S/S) and the characteristic variety Char(M) for

such objects M.
The structure of the characteristic variety of a holonomic DX×S/S-module M is described in

[FMF18, Lem. 2.10]: for each irreducible component Λi of Λ (i ∈ I) there exists a locally finite
family (Tij)j∈Ji of closed analytic subsets of S such that

Char(M) =
⋃
i∈I

⋃
j∈Ji

Λi × Tij =
⋃
i∈I

Λi × Ti with Ti =
⋃
j
Tij . (2.6)

The projection to X of Λi is an irreducible closed analytic subset of X that we denote by Zi.
These subsets form a locally finite family of closed analytic subsets of X. We have

Supp(M) =
⋃
i∈I

Zi × Ti, (2.7)

and we set
SuppX(M) =

⋃
i∈I

Zi, SuppS(M) =
⋃
i∈I

Ti,

that we call respectively the X-support (which is a closed analytic subset of X) and the S-
support of M (which may be not closed analytic if I is infinite). Anyway, we set dimSuppS(M) =
maxi,j dimTij ⩽ dimS.

Any DX×S/S-coherent submodule or quotient module of M is holonomic and its characteristic
variety is the union of some irreducible components of Char(M).

Lemma 2.8. The category Modhol(DX×S/S) of holonomic DX×S/S-modules is closed under tak-
ing extensions in the category Mod(DX×S/S), and under taking sub-quotients in the category
Modcoh(DX×S/S).

We say that a local section m of a DX×S/S-module M is an S-torsion section if it is annihi-
lated by some holomorphic function on S. The S-torsion submodule Mt of M is the submodule
consisting of S-torsion local sections. Note that if M is a holonomic DX×S/S-module then the
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DX×S/S-submodule Mt is holonomic since it is an O-quasi coherent submodule of M. We say that
M is S-torsion-free if Mt = 0. We denote by Mtf : M/Mt the torsion-free quotient.

We recall that the duality functor D for DX×S/S-modules was considered in [MFS13, Def. 3.4]
and that Db

hol(DX×S/S) is stable under duality which is an involution.

2.b Behaviour with respect to pullback, pushforward and external product
Notation 2.9.

(i) For a holomorphic map f : X → X ′, we also denote by f the morphism of complex manifolds
f × Id : X × S → X ′ × S and by Df

∗ and Df∗ the pullback and pushforward functors in the
derived category of relative D-modules.

(ii) For a morphism π : S → S′ between analytic spaces, we denote by π∗ and Rπ∗ the natu-
ral extension to the category of relative D-modules of the similar functors defined on the
categories of O-modules

Definition 2.10. We say that a DX×S/S-module M is f -(O-)good (resp. π-(O-)good) if it is
(O-)good in some neighborhood of each fiber of f (resp. π).

We recall results concerning the behaviour with respect to a morphism of complex manifolds.

Proposition 2.11. Let M be a coherent DX×S/S-module.

(i) If f : X ′ → X is a holomorphic map of complex manifolds then, for each ℓ ∈ Z, Hℓ
Df
∗M is

an f -O-good DX′×S/S-module.
(ii) Let f : X → X ′ be a proper holomorphic map. If M is f -good (resp. f -good and holonomic),

then for each ℓ, Hℓ
Df∗M is DX′×S/S-coherent (resp. holonomic).

Proof. We refer to [SS94, Th. 4.2 & Cor. 4.3] for the proof of (ii) (or one can adapt the proof of
[Kas03, Th. 4.25 & 4.27]), while for the proof of (i) we can easily adapt the argument of [LS87,
Prop. 2.1] which gives the absolute case.

Base pullback Let π : S′ → S be a morphism of complex analytic manifolds. We also denote
by π the induced map Id×π : X × S′ → X × S. We have

DX×S′/S′ = OX×S′ ⊗π−1OX×S
π−1DX×S/S =: π∗DX×S/S , (2.12)

hence DX×S′/S′ is a right π−1DX×S/S-module. One then defines in a natural way the functor
Lπ∗ : D(DX×S/S)→ D(DX×S′/S′) as Lπ∗(•) = DX×S′/S′ ⊗Lπ−1DX×S/S

(•).

The following is straightforward.

Lemma 2.13. Let L be an O-quasi-coherent OX×S-module. Then each cohomology sheaf Ljπ∗L
is π-O-good.

Lemma 2.14. The functor Lπ∗ induces a functor Db
hol(DX×S/S) → Db

hol(DX×S′/S′). For a holo-
nomic DX×S/S-module M and for each j, the characteristic variety CharLjπ∗M is contained in
the pullback π−1CharM (here, π denotes the map T ∗X × S′ → T ∗X × S).

Proof. By using that, locally, a coherent DX×S/S-module has a resolution of length 2 dimX by
free DX×S/S-modules of finite rank, one gets the first point for Db

coh(DX×S/S). It suffices thus
to prove the second point, which is a local question. One can find such a resolution which is
strictly compatible with coherent filtrations relative to F•DX×S/S . In such a way, one finds that
for each j, CharLjπ∗M is contained in the support of Lπ∗grFM, hence the assertion.
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Base pushforward We now consider pushforward by a proper morphism π : S′ → S. Owing
to (2.12), we have a natural morphism π−1DX×S/S → DX×S′/S′ which, by adjunction, entails a
natural morphism DX×S/S → π∗DX×S′/S′ .

We recall [MFS19, Prop. 1.6]:

Proposition 2.15. Assume that π is proper and that M is DX×S′/S′-holonomic and π-good.
Then, for each j,Rjπ∗M is DX×S/S-holonomic with characteristic variety contained in π(CharM).

An adjunction formula Let π : S′ → S be a morphism of complex manifolds. We will make
use of the following adjunction formula.

Lemma 2.16. Let M,N be objects of Db
coh(DX×S/S). Then there is a bi-functorial isomorphism

in Db(DX×S/S):

Rπ∗RHomDX×S′/S′ (Lπ
∗M, Lπ∗N) ≃ RHomDX×S/S

(M, Rπ∗Lπ
∗N). (2.16 ∗)

If N is a coherent DX×S/S-module, there are functorial morphisms in Db(DX×S/S):

N −→ Rπ∗Lπ
∗N −→ Rπ∗π

∗N, (2.16 ∗∗)

and if π is proper, Rπ∗Lπ∗N ≃ (Rπ∗DX×S′/S′)⊗LDX×S/S
N belongs to Db

coh(DX×S/S).

Proof. We have (cf. [Kas03, p. 241])

RHomDX×S′/S′ (Lπ
∗M, Lπ∗N) ≃ RHomπ−1DX×S/S

(π−1M, Lπ∗N),

hence (2.16 ∗) is obtained by adjunction (cf. [KS90, (2.6.15)]). By setting M = N in (2.16 ∗) we get
HomDX×S′/S′ (Lπ

∗N, Lπ∗N) ≃ HomDX×S/S
(N, Rπ∗Lπ

∗N). The image of Id by this isomorphism
is the first morphism in (2.16 ∗∗) while the natural morphism Lπ∗N → π∗N in Db(DX×S′/S′)
provides the desired morphism Rπ∗Lπ

∗N → Rπ∗π
∗N. The last isomorphism is obtained by the

projection formula (cf. [KS90, Prop. 2.6.6]).

Remark 2.17 (External) tensor product. If M,N ∈ D−(DX×S/S), the tensor product

M⊗LOX×S
N ∈ D−(DX×S/S)

is isomorphic to the pullback Dδ
∗(M⊠L

D N) of the S-external tensor product (recall that
DX×X×S/S is flat over DX×S/S ⊠OS

DX×S/S)

M⊠L
D N := DX×X×S/S ⊗(DX×S/S⊠OS

DX×S/S) (M⊠L
OS

N)

by the diagonal embedding δ : X × S ↪→ (X ×X)× S over S. If M,N ∈ Db
coh(DX×S/S), M⊠L

D N

belongs to Db
coh(DX×X×S/S) and we have

C := Char(M⊠L
D N) ⊂ Char(M)×S Char(N).

This is seen by considering local resolutions of M resp. N by free DX×S/S-modules, showing both
inclusions C ⊂ T ∗X × Char(N) and C ⊂ Char(M)× T ∗X. Therefore, if M,N are holonomic, so
is M⊠L

D N.

3. Regular holonomic DX×S/S-modules

In the special case of Lemma 2.14 where π is the inclusion iso : {so} ↪→ S of a point so in S,
we recall a consequence of [Kas03, (A.10)]:

9



Luisa Fiorot, Teresa Monteiro Fernandes and Claude Sabbah

Proposition 3.1 cf. [MFS13, Prop. 3.1]. For any M,N in Db(DX×S/S), for any so ∈ S, the
natural morphism

Li∗soRHomDX×S/S
(M,N) −→ RHomi∗soDX×S/S

(Li∗soM, Li∗soN)

is an isomorphism in D(CX).

3.a Characterization of relative regular holonomicity
The category of regular holonomic DX×S/S-modules was introduced in [MFS19] as well as the full
subcategory Db

rhol(DX×S/S) of Db
hol(DX×S/S) of bounded complexes of DX×S/S-modules having

regular holonomic cohomology. According to [MFS19], we say that an object M ∈ Db
hol(DX×S/S)

is regular if it satisfies

(Reg 1) For each so ∈ S and any j ∈ Z, Li∗soH
j(M) ∈ Db

rhol(DX).

An alternative and natural property of regularity would be the following:

(Reg 2) For each so ∈ S, Li∗soM ∈ Db
rhol(DX).

Regularity in either sense is the same property for objects of Mod(DX×S/S). Property (Reg 1)
is by definition compatible with the truncation functors while Property (Reg 2) is compatible
with base change on S, meaning that, for any morphism π : S′ → S of complex manifolds and
any object M ∈ Db

hol(DX×S/S) which satisfies (Reg 2), the pullback Lπ∗(M) ∈ Db
hol(DX′×S/S)

satisfies (Reg 2) too. We enlarge the setting for further use since both conditions make sense for
any complex in Db(DX×S/S).

Proposition 3.2. Let Y be a hypersurface of X. On any complex manifold S,

(i) for a complex in Db
coh(DX×S/S) (resp. in Db

coh(DX×S/S(∗Y ))), the condition (Reg 1) is equiv-
alent to (Reg 2), and we denote both by (Reg),

(ii) the category of coherent DX×S/S (resp. coherent DX×S/S(∗Y ))-modules satisfying (Reg) is
closed under taking extensions in the category Mod(DX×S/S)(resp. in Mod(DX×S/S(∗Y )))
and sub-quotients in the category Modcoh(DX×S/S) (resp. Modcoh(DX×S/S(∗Y ))),

(iii) the category of regular holonomic DX×S/S-modules is closed under taking extensions in
Mod(DX×S/S) and sub-quotients in Modcoh(DX×S/S).

We note that (iii) follows from (i) and (ii) together with Lemma 2.8, so that we will focus on
the latter properties. The proof in both cases is the same because it is based on the coherence of
the rings involved. We provide it in the localized case.

Lemma 3.3. Condition (Reg 1) implies (Reg 2).

Proof. We argue by induction on the amplitude of the complex M. We may assume that M ∈
D⩾0
coh(DX×S/S(∗Y )) and we consider the following distinguished triangle

H0M −→M −→ τ⩾1M
+1−−−→, (3.4)

where τ⩾1 is the truncation functor with respect to the natural t-structure on Db
coh(DX×S/S(∗Y )).

Let us assume that M satisfies (Reg 1), hence by definition and induction, both H0M and τ⩾1M

satisfy (Reg 1). As remarked, H0M satisfies (Reg 2) too and by induction on the amplitude of M,
τ⩾1M satisfies (Reg 2).

10
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Proof of Proposition 3.2. For d ⩾ 0, we denote by (Reg 1)d, resp. (Reg 2)d, the corresponding
condition for dimS ⩽ d. If dimS = 0, (i)0 holds true, and (ii)0 is proved e.g. in [Bjö93, Th. 5.3.4].
We thus assume from now on that d ⩾ 1 and we proceed by induction on d := dimS, denoting
by (i)d and (ii)d the statements of the proposition restricted to dimS ⩽ d. We will prove the
following implications for d ⩾ 1:

(i) (i)d−1 ∧ (ii)d−1 =⇒ (i)d;

(ii) (i)d ∧ (ii)d−1 =⇒ (ii)d.

Let us start with (a). Assuming that both (i)d−1 and (ii)d−1 hold, we have to prove that
(Reg 2)d ⇒ (Reg 1)d. Due to the induction hypothesis (i)d−1 we simply write (Reg)d−1 for either
(Reg 1)d−1 or (Reg 2)d−1.

We note that M ∈ Db
coh(DX×S/S(∗Y )) satisfies (Reg 2)d if and only if for each smooth

codimension-one germ (H, so) ⊂ (S, so), Li∗HM satisfies (Reg)d−1. It is then enough to prove
that, for such an M, Li∗HH

jM satisfies (Reg)d−1 for any j and H. We shall argue by induc-
tion on the amplitude of M. We may assume that M ∈ D⩾0

coh(DX×S/S(∗Y )) and we consider the
distinguished triangle (3.4). We deduce an isomorphism

H−1Li∗HH
0M ≃ H−1Li∗HM (3.5)

and an exact sequence

0 −→ H0Li∗HH
0M −→ H0Li∗HM −→ H0Li∗Hτ

⩾1M −→ 0.

(Note that HkLi∗HH
0M = 0 for k ̸= 0,−1.) Since Li∗HM satisfies (Reg)d−1, so does HkLi∗HM

(k = −1, 0), and so does H−1Li∗HH
0M by (3.5). Since (ii)d−1 is assumed to hold, any coherent

sub-quotient of H0Li∗HM satisfies (Reg)d−1, hence so does H0Li∗HH
0M, which proves, following

Lemma 3.3, that Li∗HH
0M satisfies (Reg)d−1. Thus H0M satisfies (Reg 2)d and, by the distin-

guished triangle (3.4), τ⩾1M satisfies (Reg 2)d. Induction on the cohomological length applied to
τ⩾1M implies that Li∗HH

jM satisfies (Reg)d−1 for any j ⩾ 1, which concludes the proof of (a)
and we now simply write (Reg)d.

Let us now prove (b). The extension property in (ii)d is clear. Let us consider stability by
sub-quotients in Modcoh(DX×S/S(∗Y )). Let M ∈ Modcoh(DX×S/S(∗Y )) satisfy (Reg)d. Given
any short exact sequence

0 −→M1 −→M −→M2 −→ 0 (3.6)

of coherent DX×S/S(∗Y )-modules, we wish to prove that M1 and M2 satisfy (Reg)d. Owing to
our assumption on M, Li∗HM satisfies (Reg)d−1 for any smooth codimension-one germ (H, so) ⊂
(S, so), and it is enough to prove that either Li∗HM1 or Li∗HM2 satisfies (Reg)d−1. From (3.6) we
obtain the long exact sequence:

0 −→ H−1Li∗HM1 −→ H−1Li∗HM −→ H−1Li∗HM2

−→ H0Li∗HM1 −→ H0Li∗HM −→ H0Li∗HM2 −→ 0. (3.7)

Since Li∗HM satisfies (Reg)d−1 then so do H−1Li∗HM1 and H0Li∗HM2 owing to (ii)d−1, and it
remains to be proved that either H−1Li∗HM2, or H0Li∗HM1, satisfies (Reg)d−1. Let s be a local
coordinate on S vanishing on H.

Let us denote by M′ the pullback of M′2 := torsH(M2) in M and by M2,tf the quotient M2/M
′
2.

11
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The commutative diagram below is Cartesian and its columns and rows are short exact sequences:

0 //M1
//M′� _

��

//M′2
//

� _

��

0

0 //M1
//M //

��

M2
//

��

0

M2,tf M2,tf

(3.8)

Since M2,tf is i∗H -acyclic, the exact sequence (3.7) for the middle column splits as

H−1Li∗HM
′ ∼−→ H−1Li∗HM,

0 −→ H0Li∗HM
′ −→ H0Li∗HM −→ H0Li∗HM2,tf −→ 0,

which implies that Li∗HM
′ and Li∗HM2,tf satisfy (Reg)d−1 by (ii)d−1, hence M′ and M2,tf satisfy

(Reg)d. We now prove that Li∗HM
′
2 satisfies (Reg)d−1, that will conclude the proof. Since M′2 is

DX×S/S(∗Y )-coherent, there exists locally an integer k ⩾ 1 such that skM′2 = 0. We will prove
by induction on k that any DX×S/S(∗Y )-coherent torsion quotient of a DX×S/S(∗Y )-coherent
module satisfying (Reg)d, satisfies (Reg)d too.

If k = 1, we have H−1Li∗HM
′
2 ≃ H0Li∗HM

′
2, and, by (ii)d−1 the latter satisfies (Reg)d−1, being

a quotient of H0Li∗HM
′.

If k > 1, we argue with the following Cartesian commutative diagram, analogous to (3.8):

0 //M1
//M′′� _

��

//M′′2
//

� _

��

0

0 //M1
//M′

��

//M′2
//

s
��

0

s ·M′2 s ·M′2
By the induction hypothesis on k, Li∗H(s ·M′2) satisfies (Reg)d−1 since s ·M′2 is a DX×S/S(∗Y )-
coherent quotient of M′ which is annihilated by sk−1. It follows that, by considering the middle
vertical sequence, so does Li∗HM

′′. Since M′′2 is a DX×S/S(∗Y )-coherent quotient of M′′ annihilated
by s, Li∗H(M

′′
2) satisfies (Reg)d−1. It follows that, by considering the first horizontal sequence,

so does Li∗HM1, hence finally, by considering the middle horizontal sequence, so does Li∗HM
′
2,

as wanted.

Corollary 3.9. The category Db
rhol(DX×S/S) is a full triangulated subcategory of Db

coh(DX×S/S)
stable by duality.

Proof. We note that (Reg 2) implies that Db
rhol(DX×S/S) is a full triangulated subcategory of

Db
hol(DX×S/S). Since the latter is a full triangulated subcategory of Db

coh(DX×S/S), the first
assertion follows. Stability by duality follows from the same property in the absolute case
(cf. e.g. [Bjö93, Th. 5.4.15 (4)]), together with the isomorphism Li∗soDM ≃ DLi∗soM, which
follows from Proposition 3.1.

3.b Stability of regular holonomicity under base pullback and base pushforward
For a proper morphism f : X → Y , it has been shown in [MFS19, Cor. 2.4] that if M is an object
of Db

rhol(DX×S/S) with f -good cohomology, then Df∗M belongs to Db
rhol(DY×S/S). On the other

hand, stability of regular holonomicity (and hence its coherence) by pullback Df
∗ has been shown

in [FMFS21] only if dimS = 1 as a consequence of the Riemann-Hilbert correspondence proved

12
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there. This will be obtained in general by the proof of Theorem 1 in Section 4.e. In this section,
we consider on the other hand the behaviour with respect to base pullback and pushforward.

Proposition 3.10 Stability under base pullback. Let π : S′ → S be a morphism of complex
manifolds and let M be an object of Db

rhol(DX×S/S). Then Lπ∗M belongs to Db
rhol(DX×S′/S′).

Proof. We already know that Lπ∗M belongs to Db
hol(DX×S′/S′) by Lemma 2.14. Regularity follows

from the isomorphism of functors Li∗s′oLπ
∗ ≃ Li∗π(s′o) for any s′o ∈ S′.

Let to be a fat point of S, that is, a complex subspace of S supported on a reduced point
|to| ∈ S. In other words, the ideal Ito ⊂ OS , which satisfies Ito ⊂ m|to| (which is the ideal associated
to |to| such that its fiber in |to| is the maximal ideal of OS,|to|), contains some power mk

|to|. By abuse
of notation we will still denote by Ito (resp. m|to|) the ideal Ito,|to| (resp. m|to|,|to|) and also the sheaf
p−1Ito (resp. p−1m|to|). Let ito : to → S denote the natural morphism of complex spaces defined by
the surjective morphism OS → OS/Ito . For an OX×S-module, resp. a DX×S/S-module M, we set

i∗toM := (p−1OS/p
−1Ito)⊗p−1OS

M,

that we regard in a natural way as a DX -module since OS,|to|/Ito is a finite-dimensional vector
space. We define thereby the pullback functor

Li∗to : Db(DX×S/S) −→ Db(DX).

We note that, endowed with its natural structure of DX -module, i∗toDX×S/S is coherent. As a con-
sequence, if M is DX×S/S-coherent, then Li∗toM has DX -coherent cohomology. In other words,
Li∗to induces a functor Db

coh(DX×S/S)→ Db
coh(DX).

Corollary 3.11. Let M be an object of Db
coh(DX×S/S). Then, for any fat point to of S, Li∗toM

belongs to Db
rhol(DX) if and only if Li∗|to|M does so.

Proof. For k ⩾ 0 we set Ik = Ito ∩ mk
|to| (with m0

|to| := OS), so that I1 = Ito and Ik = mk
|to| for k

large enough. It is enough to prove that p−1(Ik/Ik+1)⊗Lp−1OS
M belongs to Db

rhol(DX) for any k
if and only if Li∗|to|M does so. Since the sheaf Ik/Ik+1 is an OS/m|to|-module supported on |to|
whose fiber is a finite dimensional vector space, we have

p−1(Ik/Ik+1)⊗Lp−1OS
M ≃ p−1(Ik/Ik+1)⊗Lp−1(OS/m|to|)

(p−1(OS/m|to|)⊗
L
p−1OS

M)

= (Ik/Ik+1)⊗ Li∗|to|M,

and the conclusion follows.

Setting 3.12. We consider a local setting where S is a polydisc ∆d written as ∆d−1×∆ = S′×∆,
and we denote by q : S → S′ the projection (s′, t) 7→ s′, and we keep the same notation after
taking the product with X. Recall (cf. e.g. [Kas03, Prop. A.14]) that the sheaves of rings q−1OS′ ,
q−1OX×S′ and q−1DX×S′/S′ are Noetherian.

Let h(s′, t) = tk +
∑k−1

i=0 hi(s
′)ti be a Weierstrass polynomial, with hi holomorphic on S′ and

let T = h−1(0). The equivalence between the categories of

• coherent OS-modules supported on T ,
• h-nilpotent coherent q−1OS′ [t]-modules,
• h-nilpotent q−1OS′ [t]-modules which are q−1OS′-coherent,
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extends in a natural way to OX×S , to DX×S/S and to DX×S/S(∗Y ) for a given hypersurface Y
of X. For example, in one direction, if M is DX×S/S-coherent and supported on X × T , then
M is q−1DX×S′/S′-coherent and each local section is annihilated by some power of h. By taking
local DX×S/S-generators of M, we conclude that there exists locally an integer ℓ ⩾ 1 such that
hℓM = 0. Conversely, if M satisfies the latter property, we can regard it as an h-nilpotent coherent
q−1DX×S′/S′ [t]-module and the associated DX×S/S-module is DX×S/S ⊗q−1DX×S′/S′ [t] M.

By definition, the characteristic variety of a coherent q−1DX×S′/S′-module is (locally) the
support in (T ∗X)× S of the graded coherent q−1grFDX×S′/S′-module with respect to any local
coherent q−1F•DX×S′/S′-filtration. Such a module is said to be holonomic if this support is
contained in Λ× S for some Lagrangian variety Λ ⊂ T ∗X.

Remark 3.13 Holonomic and regular holonomic q−1DX×S′/S′-modules. Given a coherent
DX×S/S-module M supported on T as above, one checks that a coherent F•DX×S/S-filtration is
also a coherent q−1F•DX×S′/S′-filtration by the above correspondence. As a consequence, such a
module is DX×S/S-holonomic if and only if it is q−1DX×S′/S′-holonomic.

On the other hand, we say that a holonomic q−1DX×S′/S′-module M is regular if, for any
s′o ∈ S′ and any so ∈ q−1(s′o), the holonomic DX -module i−1so (Li

∗
q−1(s′o)

M) is regular.

Corollary 3.14. A coherent DX×S/S-module M supported on X × T is regular holonomic if
and only if, when regarded as a q−1DX×S′/S′-module, it is regular holonomic.

Proof. By Remark 3.13, we only need to check regularity, and we can suppose from the start
that M is DX×S/S-holonomic supported on X × T . We assume first that M is q−1DX×S′/S′-
regular. We wish to prove that Li∗soM is DX -regular holonomic for any so ∈ S. It is enough to
prove this for so ∈ T . Let us choose coordinates (s′1, . . . , s

′
d−1, t) of S′ ×∆ centered at so. There

exists k ⩾ 1 such that OS/(h
k) ⊗LOS

M ≃ M[1] ⊕M, since hkM = 0 for some k ⩾ 1, so, by the
assumption,

OS/(s
′
1, . . . , s

′
d−1)⊗LOS

[
OS/(h

k)⊗LOS
M
]
= OS/(s

′
1, . . . , s

′
d−1, h

k)⊗LOS
M

is a regular holonomic DX -module. Since the support of OS/(s′1, . . . , s′d−1, h
k) is a finite union

of fat points in S (defined by the ideal generated by hk(0, t)), one of which is supported at so,
we conclude that Li∗soM is a regular holonomic DX -module by applying Corollary 3.11. The
converse is proved similarly.

Theorem 3.15 Stability under projective base pushforward. Let π : S → S′ be a projective
morphism of complex manifolds and let M be an object of Db

rhol(DX×S/S). Assume that the
cohomology of M is π-good. Then Rπ∗M belongs to Db

rhol(DX×S′/S′).

Proof. A standard consequence of Proposition 2.15 is that Rπ∗M belongs to Db
hol(DX×S′/S′).

Furthermore, we note that the question is local with respect to X and to S′.

Step 1: Reduction to the case where S′ is a point Since π is projective, we can regard π
(locally with respect to S′) as the composition of the inclusion S ↪→ Pm × S′ and the projection
Pm×S′ → S′ for a suitable m. Moreover, we note that the result is easy if π is a closed embedding.
We can thus assume that π is a projection S = Pm×S′ → S′. For a complex M in Db

rhol(DX×S/S),
proving the DX×S′/S′-regularity of Rπ∗M amounts to proving the DX -regularity of Li∗s′oRπ∗M
for any s′o ∈ S′. Let ms′o be the maximal ideal sheaf of OS′ at s′o. Let us set Pms′o = Pm ×{s′o} and
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consider the following Cartesian square

X × Pms′o
π′ //

� _

i′
��

X × {s′o}� _
is′o
��

X × S π // X × S′

Then we have

Li∗s′oRπ∗M = i−1
s′0

((OX×S′/p−1(ms′o)OX×S′)⊗LOX×S′ Rπ∗M)

≃ i−1s′o Rπ∗
(
π−1(OX×S′/p−1(ms′o)OX×S′)⊗Lπ−1OX×S′ M

)
≃ Rπ′∗i′

−1(
π−1(OX×S′/p−1(ms′o)OX×S′)⊗Lπ−1OX×S′ M

)
(∗)
≃ Rπ′∗

(
OX×Pm

s′o
⊗Li′−1OX×S

i′−1M
)

= Rπ′∗(Li
′∗M),

where the isomorphism (∗) follows by extension of scalars since M is a complex of OX×S-modules.
By Proposition 3.10, Li′∗M is a complex with regular holonomic cohomologies, so that if we know
the theorem for π′, we deduce it for π.

From now on, we assume that S′ is a point. In such a case, S is a projective space Pm. Since
the question is local with respect to X and since S is compact, we can assume that the sets I
and Ji occurring in (2.6) are finite, so the S-support T of M is a closed analytic subset of S. We
argue by induction on the dimension of the S-support of M.

Step 2: Case dimSuppS M = 0 If the S-support of M has dimension zero, it consists of a
finite number of points, and it is enough to consider the case where the support consists of one
point so ∈ S. By a standard argument we may assume that M is concentrated in degree zero
and locally we can assume that there exists k ⩾ 1 such that, denoting by mso the maximal ideal
sheaf of so in S, we have mk

soM = 0. If we denote by to the fat point supported by so with ring
OS/m

k
soOS , we conclude that M = iso∗i

∗
toM. Therefore, Rπ∗M = Rπ∗iso∗i

∗
toM = i∗toM. In this

case, the theorem follows from Corollary 3.11.

Step 3: Case dimSuppS M ⩾ 1 We recall that, in this step, π is the constant map on S = Pm.

(i) Proof of the regularity of π∗M Let d ⩾ 1. We assume now that the statement holds true
for any complex M′ whose S-support has dimension < d and we aim at proving the same property
for any complex M with S-support T of dimension d. We may then reduce again to the case where
M is a single module.

We first prove that π∗M is regular holonomic (instead of all modules Rkπ∗M).
One checks that the DX×S/S-submodule M′ of M consisting of local sections m such that

the S-support of DX×S/S · m has dimension < d is holonomic (denoting by T<d the union of
irreducible components of T of dimension < d, M′ is locally defined as the sheaf of local sections
annihilated by some power of the ideal IT<d

of T<d in OS). By Proposition 3.2(iii), M′ is regular
holonomic and, by the induction hypothesis, π∗M′ is regular holonomic. It is thus enough to prove
regularity of π∗(M/M′), and we can likewise assume that

(3.16) M has no nonzero coherent submodule with S-support of dimension < d.
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Let us denote by Λ a Lagrangian subvariety of T ∗X such that the characteristic variety of M is
contained in Λ× S. Since T is compact, it has a finite number of irreducible components and we
index by Id those which are of dimension d. We choose a point si on the smooth part of each Ti
(i ∈ Id). For the sake of simplicity, we denote by so the finite set {si | i ∈ Id}.

There is a natural morphism of DX -modules

π∗M −→ i−1so M (3.17)

which associates to a section m ∈ Γ(U ;π∗M) = Γ(U × S;M) (U open in X) its germ along
U ×so. Since M has no S-torsion supported in dimension < d, this morphism is injective. Indeed,
let xo ∈ U ⊆ X and let m ∈ Γ(U × S;M) belong to the kernel, that is, such that its germ at
(xo, so) vanishes, i.e., m is zero in some neighborhood of (xo, so) that we write U × V , up to
shrinking U . Let us suppose by contradiction that m ̸= 0. Let us consider the coherent DU×S/S-
submodule DU×S/S ·m ⊂ M|U×S which is holonomic with S-support contained in T . By (3.16)
DU×S/S · m has S-support of dimension d. Hence any irreducible d-dimensional component of
its S-support is equal to some Ti for a suitable i ∈ Id, but since m is zero on U × V this is not
possible.

Let mso denote the ideal sheaf of so in OS . For each k ⩾ 1, we consider the induced morphism

π∗M −→ i−1so M/i−1so m
k
soM.

The proposition will be proved if we prove that this morphism is injective for k large enough,
since the right-hand side is regular holonomic by Corollary 3.11.

Its kernel Nk is a coherent, hence holonomic, DX -submodule of π∗M and the sequence (Nk) is
decreasing with characteristic variety contained in Λ. It is thus stationary. Let N ⊂ π∗M denote
this constant value. We conclude that the map

N −→ i−1so M/i−1so m
k
soM

is zero for any k. Since N = Nk for k large enough, we aim at proving that N = 0.

The image of N by (3.17) is contained in
⋂
k i
−1
so m

k
soM, and since (3.17) is injective, it suffices

to prove that M′ :=
⋂
k i
−1
so m

k
soM = 0. For xo ∈ X, let us denote by D(xo,so) the germ at

(xo, so) of DX×S/S and similarly by M(xo,so) that of M. It suffices thus to prove that, for all
xo ∈ X, the germ M′(xo,so) =

⋂
k m

k
soM(xo,so) is zero. We note that M′(xo,so) is of finite type

over D(xo,so) since the latter ring is Noetherian, hence M′(xo,so) is holonomic with characteristic
variety contained in Λxo×(S, so), where Λxo is the germ of Λ along T ∗xoX. Furthermore, it satisfies
M′(xo,so) = msoM

′
(xo,so)

. The Nakayama-type argument given in the proof of [MFS19, Prop. 1.9(1)]
shows that M′(xo,so) = 0 for each xo. This concludes the proof of Step 3(i).

(ii) Regularity of Rkπ∗M We use the result of (i) in order to prove holonomicity and regularity
of Rkπ∗M for all k.

For any ℓ ∈ Z, we consider the line bundle OS(ℓ) that we can realize as OS(ℓH) for any hyper-
plane H of S. For a DX×S/S-module or an OX×S-module N, we set N(ℓ) = p−1OS(ℓ)⊗p−1OS

N.

We apply the technical lemma 3.18 below to M. We note that M(ℓ) is DX×S/S regular holo-
nomic: indeed, this is a local property on S, and locally OS(ℓ) ≃ OS . Also, M(ℓ) is π-good.
Furthermore, we choose a hyperplane H ⊂ S such that dimH ∩T < dimT , and we realize OS(ℓ)
as OS(ℓH). We also consider M(ℓH) with such a choice of H. From Step 3(i), we know that
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π∗M(ℓH) is DX -regular. Let us consider the sheaf OℓH defined by the exact sequence

0 −→ OS −→ OS(ℓH) −→ OℓH −→ 0

yielding to the distinguished triangle

M −→M(ℓH) −→ N
+1−−−→

where N is a complex in Db
rhol(DX×S/S) with S-support contained in T ∩H. We deduce the long

exact sequence

0 −→ H−1Rπ∗N −→ π∗M −→ π∗M(ℓH) −→ H0Rπ∗N −→ R1π∗M −→ 0

and the isomorphisms Rk+1π∗M ≃ HkRπ∗N for k ⩾ 1. By the induction hypothesis, Rπ∗N
belongs to Db

rhol(DX). The latter isomorphism implies the regularity of Rk+1π∗M for k ⩾ 1, and,
together with Corollary 3.9, it implies that of π∗M and R1π∗M.

Lemma 3.18. Let us assume S = Pm. Let N be a coherent π-good DX×S/S-module. Then, for
any xo ∈ X, there exists a neighborhood nb(xo) ⊂ X and an integer ℓ ⩾ 0 such that, for any
k ⩾ 1, Rkπ∗N(ℓ)|nb(xo) = 0.

A similar result is well-known to hold for a coherent OX×S-module, as a consequence of
Grauert-Remmert’s Theorems A and B (cf. [GR58] and [BS76, Th. IV.2.1]).

Proof. For any N ⩾ 1, by iteration of Lemma 2.4(iii) we obtain a distinguished triangle on
nb(xo)× S

N′[N ] −→ DX×S/S ⊗OX×S
L• −→ N

+1−−−→ .

Let us choose N = 2m+1 and let ℓ be an integer given by the Grauert-Remmert theorems for Li
(i = −N, . . . , 0) in nb(xo). We consider the same triangle obtained after tensoring with p−1OS(ℓ).
Since π has cohomological dimension 2m, we find that Rkπ∗N′(ℓ)[N ] = 0 for any k ⩾ 0. On the
other hand, on nb(xo) (cf. (2.1)),

Rπ∗(DX×S/S ⊗OX×S
Li(ℓ)) ≃ Rπ∗(π−1DX ⊗π−1OX

Li(ℓ))

≃ DX ⊗OX
Rπ∗Li(ℓ) = DX ⊗OX

π∗Li(ℓ).

Since Rπ∗N(ℓ)|nb(xo) is in non negative degrees it follows that Rπ∗N(ℓ)|nb(xo) is isomorphic to the
complex τ⩾0(DX ⊗OX

π∗L•(ℓ)) and since the latter is in non-positive degrees, we conclude that
Rπ∗N(ℓ)|nb(xo) ≃ π∗N(ℓ)|nb(xo).

3.c Integrable regular holonomic DX×S/S-modules
The following proposition, answering a question of Lei Wu, shows that, under a suitable condition
on the characteristic variety, a coherent DX×S/S-submodule of a regular holonomic DX×S-module
is relatively regular holonomic. We call such DX×S/S-modules integrable since their relative con-
nection can be lifted as an integrable connection, i.e., a DX×S-module structure.The condition
on the characteristic variety is due to the restrictive definition of a holonomic DX×S/S-module
(cf. after Lemma 2.4).

Proposition 3.19. Let X and S be complex manifolds and let N be a regular holonomic DX×S-
module. Assume that the characteristic variety of N is contained in Λ×T ∗S for some conic
Lagrangian closed analytic subset Λ in T ∗X. Let M be a coherent DX×S/S-submodule of N.
Then M is a regular holonomic DX×S/S-module.
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Let us first recall two properties ((3.20) and (3.21) below) of regular holonomic DX×S-modules
that will be useful for the proof and do not depend on the assumption on CharN made in the
proposition.

Let N be any regular holonomic DX×S-module and let M be a coherent DX×S/S-submodule
of N. Any irreducible component of CharN projects to X × S as an irreducible closed analytic
subset Z and, denoting by Z◦ the smooth part of Z, this irreducible component is the closure of
the conormal bundle T ∗Z◦(X×S), that we denote by T ∗Z(X×S). We also denote by Z◦◦ the open
set of the smooth locus Z◦ on which pZ◦ : Z◦ → S has maximal rank. The closure in the relative
cotangent space T ∗(X × S/S) of the relative conormal bundle T ∗p|Z◦◦(X × S/S) is denoted by
T ∗p|Z(X × S/S), and is a conic analytic subset of T ∗(X × S/S).

(3.20) According to [Sab87, Th. 3.2] any irreducible component of CharM is equal to T ∗p|Z(X×S/S)
for some Z such that T ∗Z(X × S) is an irreducible component of CharN.

Assume furthermore that dimS = 1. For each so ∈ S, we denote by s a local coordinate on S
vanishing at so. We postpone after the proof of Proposition 3.19 that of the following classical
result.

(3.21) Under the above assumptions, the kernel and cokernel of s : M→M are regular holonomic
DX-modules.

Proof of Proposition 3.19, Step 1. We now add the assumption on CharN. We first show that M
is relative holonomic with characteristic variety contained in Λ× S. We note that T ∗Z(X × S) is
contained in Λ × T ∗S if and only if Z decomposes as the product Y × T for some irreducible
closed analytic subsets Y ⊂ X and T ⊂ S and T ∗YX is an irreducible component of Λ (this seen
by considering first the smooth part Z◦). It is then easily seen that T ∗p|Z(X×S/S) = (T ∗YX)×T,
hence is contained in Λ× S. The conclusion follows from (3.20).

Proof of Proposition 3.19, Step 2. It remains to show the relative regularity of M. We argue by
induction on d = dimS. If d = 1, relative regularity is provided by (3.21), since we already have
relative holonomicity by Step 1. We thus assume that the statement of the proposition holds
whenever dimS ⩽ d− 1 and we assume dimS = d ⩾ 2. The question being local, we fix a local
coordinate s in S, defining a smooth hypersurface H := {s = 0}. Locally, we can assume that
S = H × C. According to Proposition 3.2, we are reduced to proving that

(3.22) the kernel and cokernel of s : M→M are regular holonomic DX×H/H-modules.

For the sake of clarity we set

X ′ = X ×H, S′ = C, p′ : X ′ × S′ −→ S′ so that X = X ′ × S′, S = H × S′,

We denote by M1 the DX′×S′/S′-submodule of the regular holonomic DX′×S′-module N generated
by M. It is DX′×S′/S′–coherent, so by (3.21), the kernel N1 and the cokernel N′1 of s : M1 →M1

are DX′-regular holonomic.

Claim. The characteristic varieties CharN1 and CharN′1 are contained in Λ× T ∗H.

Proof. We apply (3.20) to M1⊂N and to the map X ′ × S′→S′. Since any irreducible component
of CharN takes the form T ∗YX×T ∗TS = T ∗Z(X

′×S′) with Z = Y ×T , any irreducible component of

18



Relative Regular Riemann-Hilbert correspondence II

CharM1 takes the form T ∗p′|Z
(X ′ × S′/S′) for some such Z. Denoting by q : S → S′ the projection

H × S′ → S′, the latter space reads

(T ∗YX)× T ∗q|T (H × S
′/S′).

The fiber of the composition T ∗q|T (H × S
′/S′)→ T → S′ above s = 0 (s is the coordinate on S′)

is contained in T ∗H and is Lagrangian: indeed, it has dimension dimH since T ∗s|T (H×S
′/S′) has

dimension dimH+1, and it is easily seen to be isotropic. We denote it by ΛT . The characteristic
varieties of N1 and N′1 are contained in the fiber above s = 0 of CharM1, hence in the union, over
Y, T occurring in CharN, of the Lagrangian subsets T ∗YX × ΛT , as claimed, since Λ is nothing
but

⋃
Y T

∗
YX.

As a consequence, N1 is a regular holonomic DX×H -module satisfying the assumption of the
proposition, and ker(s : M→M) is a coherent DX×H/H -submodule of it. We can thus apply the
induction hypothesis to conclude that (3.22) holds for ker s.

On the other hand, for each k ⩾ 0, by applying (3.21) to skM1, we obtain, according to
the claim, that skM1/s

k+1M1 is a regular holonomic DX×H -module with characteristic variety
contained in Λ× T ∗H. Then

M(k) := (M ∩ skM1)/(M ∩ sk+1M1)

is a coherent DX×H/H -submodule of skM1/s
k+1M1. The induction hypothesis implies that M(k)

is DX×H/H -regular holonomic. It follows by Proposition 3.2(iii) that M/(M ∩ sk+1M1) is also
a regular holonomic DX×H/H -module. It remains to notice that coherence implies that, locally
on X, there exists k such that M ∩ sk+1M1 ⊂ sM, so that M/sM is a coherent quotient of a
regular holonomic DX×H/H -module. Again by Proposition 3.2(iii) it is also a regular holonomic
DX×H/H -module, concluding the proof of (3.22).

Proof of (3.21). We consider the Kashiwara-Malgrange V -filtration V•N of N relative to the
function s (cf. e.g. [MS89, MM04]). This is an increasing filtration indexed by Z which satisfies,
owing to the regularity of N, the following properties:

• VkN is DX×S/S-coherent for any k ∈ Z ([MS89, Th. (4.12.1)]),
• for each k ∈ Z, s(VkN) ⊂ Vk−1N and for k ⩽ −1, the multiplication by s on VkN is injective

with image Vk−1N (cf. e.g. [MS89, Prop. (4.5.2)]),
• each grVk N is a regular holonomic DX -module (cf. e.g. [MM04, Cor. 4.7-5]).

From the second point we deduce that, for k ⩽ −1, Li∗soVkN = i∗soVkN = grVk N, and by
the third point the latter is DX -regular holonomic. For k ⩾ 0, VkN is a successive extension
of V−1N by regular holonomic DX -modules grVℓ N. Therefore, for each k, the kernel and cokernel
of s : VkN→ VkN are DX -regular holonomic: this is proved by induction on k since it is clear for
k < 0, and the inductive step follows by considering the snake lemma applied to the following
commutative diagram of exact sequences

0 // Vk−1N //

s
��

VkN

s
��

// grVk N
//

0
��

0

0 // Vk−1N // VkN // grVk N
// 0

We deduce that sVkN/sℓVk is regular holonomic for any ℓ ⩾ 1. As any DX×S/S-coherent submod-
ule of N, locally on X×S, M is contained in VkN for some k ≫ 0 and, by the Artin-Rees lemma,
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sM contains M∩sℓVkN for some ℓ ⩾ 1. Since ker(s : M→M) is contained in ker(s : VkN→ VkN),
the former is regular holonomic since the latter is so. On the other hand, by considering the in-
clusion and the quotient maps

sVkN/s
ℓVkN←−↩ (M ∩ sVkN)/(M ∩ sℓVkN) −→−→ (M ∩ sVkN)/sM

we conclude that (M∩sVkN)/sM is also DX -regular holonomic. Furthermore, by considering the
exact sequence

0 −→ (M ∩ sVkN)/sM −→M/sM −→ VkN/sVkN,

we conclude that M/sM is DX -regular holonomic.

4. Holonomic DX×S/S-modules of D-type and applications

4.a S-locally constant sheaves and their associated relative connections
LetX be a connected complex manifold and let L be an S-locally constant sheaf of p−1OS-modules
on X × S (cf. [MFS19, App.]). For any xo ∈ X, L is uniquely determined from a monodromy
representation π1(X,xo) → AutOS

(G) with G = i−1xo L. As a consequence, there exists an OS-
module G such that, for any 1-connected open subset U of X × S, there exists an isomorphism
L|U×S ≃ p−1U G. Two choices of G are isomorphic, but non-canonically in general. Furthermore, L
is p−1OS-coherent if and only if G is OS-coherent.

To any S-locally constant sheaf L one can associate an exact sequence of sheaves of p−1OS-
modules

0 −→ Lt −→ L −→ Ltf −→ 0 (4.1)

where Lt denotes the subsheaf of p−1OS-torsion and Ltf the maximal p−1OS-torsion-free quotient.
Then Lt and Ltf are S-locally constant and the previous exact sequence yields (for any choice
of G) to the exact sequence of OS-modules

0 −→ Gt −→ G −→ Gtf −→ 0,

with Gt and Gtf defined similarly. The following is straightforward.

Lemma 4.2. Let π : S → S′ be a holomorphic map between complex manifolds.

(i) If L is an S-locally constant sheaf on X × S with associated OS-module G, then π!L is
S′-locally constant on X × S′ and π!G is an associated OS′-module to π!L.

(ii) If L′ is an S′-locally constant sheaf on X × S′ with associated O′S-module G′, then π∗L′ is
S-locally constant on X × S and π∗G′ is an associated OS-module to π∗L′.

We shall denote by dX×S/S : OX×S → Ω1
X×S/S the relative differential associated to p. Let us

recall the Riemann-Hilbert correspondence for coherent S-local systems proved in [Del70, Th. 2.23
p. 14], in the particular case of a projection X × S → S, where X and S are complex manifolds.

The functor L 7→ (EL,∇) = (OX×S⊗p−1OS
L,dX×S/S⊗Id) induces an equivalence between the

category of coherent S-locally constant sheaves of p−1OS-modules and the category of coherent
OX×S-modules E equipped with an integrable relative connection ∇ : E → Ω1

X×S/S ⊗OX×S
E.

A quasi-inverse is given by (E,∇) 7→ E∇ = ker∇. The monodromy representation attached to
the coherent S-locally constant sheaf E∇ is also called the monodromy representation of ∇ on E.
Let us emphasize a direct consequence:
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Corollary 4.3. Let (E,∇) be a coherent OX×S-module equipped with an integrable relative
connection. Then the natural OX×S-linear morphism

OX×S ⊗p−1OS
E∇ −→ E

is an isomorphism compatible with the integrable connections dX×S/S ⊗ Id and ∇.

Proposition 4.4. Notation as in Lemma 4.2.

(i) Let L be a coherent S-locally constant sheaf. If π is proper, then π∗L is S′-coherent and
there exists a natural morphism Eπ∗L → π∗EL.

(ii) Let L′ be a coherent S′-locally constant sheaf. Then Eπ∗L′ ≃ π∗(EL′).

Proof.

(i) Since π is proper, π∗L is a coherent S′-locally constant sheaf on X × S′ (Lemma 4.2(i)
and Grauert’s theorem). The natural morphism OX×S′ → π∗OX×S induces a composed
morphism

OX×S′ ⊗p′−1OS′ π∗L −→ π∗OX×S ⊗p′−1OS′ π∗L −→ π∗(OX×S ⊗p−1OS
L),

which is clearly compatible with the relative differential d⊗Id. We note that if π is surjective
with connected fibers, the first morphism is an isomorphism since OX×S′ → π∗OX×S is then
an isomorphism. This is the case if for example S′ is a complex manifold and π is a proper
modification of S′.

(ii) The second point is straightforward.

4.b The Deligne extension of an S-locally constant sheaf
We recall Theorem 2.6 and extend Corollary 2.8 of [MFS19] to the case where dimS > 1.

Notation 4.5. Let Y be a hypersurface in X (assumed to be connected) and let us denote the
inclusion by j : X∗ := X ∖ Y ↪→ X. Let L be a coherent S-locally constant sheaf on X∗ × S.
Let (EL,∇) = (OX∗×S ⊗p−1OS

L,dX∗×S/S ⊗ Id) be the associated coherent OX∗×S-module with
flat relative connection ∇ = dX∗×S/S ⊗ Id, so that L = E∇L . We simply set E = EL when the
context is clear, that we consider as a left DX∗×S/S-module. We sometimes call L a coherent
S-local system.

Lemma 4.6. The functor j∗E• : L 7→ j∗EL with values in Mod(DX×S/S) is exact.

Proof. Any (xo, so)∈Y ×S has a fundamental system of open neighborhood U ×U(so) such that
(U ∖D)× U(so) is Stein. Since EL is OX∗×S-coherent, the result follows.

We assume from now on that Y = D is a divisor with normal crossings in X. Let ϖ : X̃ → X
denote the real blowing up of X along the components of D. We denote by ȷ̃ : X∗ ↪→ X̃ the
inclusion, so that j = ϖ ◦ ȷ̃. Let xo ∈ D, x̃o ∈ ϖ−1(xo) and let so ∈ S. Choose local coordinates
(x1, . . . , xn) at xo such that D = {x1 · · ·xℓ = 0} and consider the associated polar coordinates
(ρ,θ,x′) := (ρ1, θ1, . . . , ρℓ, θℓ, xℓ+1, . . . , xn) so that x̃o has coordinates ρo = 0, θo, x′o = 0. We also
denote by ϖ the induced map X̃ × S → X × S and by p̃ : X̃ × S → S the projection.

Definition 4.7. The subsheaf Amod
X̃×S

of ȷ̃∗OX∗×S of holomorphic functions having moderate
growth along ϖ−1(D) is defined by the following two requirements:

• ȷ̃−1Amod
X̃×S

= OX∗×S .
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• For any xo ∈ D, x̃o ∈ ϖ−1(xo) and so ∈ S, a germ h̃ ∈ (ȷ̃∗OX∗×S)(x̃o,so) is said to have
moderate growth, i.e., to belong to Amod

X̃×S,(x̃o,so)
, if there exist open sets

Ũε := {∥ρ∥ < ε, ∥x′∥ < ε, ∥θ − θo∥ < ε} and U(so) ∋ so (4.8)

(ε small enough) such that, setting U∗ε := Ũε ∖ {ρ1 · · · ρℓ = 0}, h̃ is defined on U∗ε × U(so)
and |h̃| is bounded on this open set by C∥ρ∥−N , for some C,N > 0.

We recall the following properties of the sheaf Amod
X̃×S

:

(i) Amod
X̃×S

is aϖ−1DX×S/S(∗D)-module (cf. [Sab00, §1.1.6]) which isϖ−1OX×S-flat (cf. [Moc14,
Th. 4.6.1]),

(ii) for any coherent OX×S-module M , the natural morphism

Amod
X̃×S ⊗ϖ−1OX×S

ϖ−1M −→ ȷ̃∗j
−1M

is injective (cf. loc. cit.),
(iii) Rϖ∗A

mod
X̃×S

= ϖ∗A
mod
X̃×S

= OX×S(∗D) (cf. [Sab00, Cor. II.1.1.18]).

Let us already notice for later use that these properties imply, for any OS-module G,

ϖ∗(A
mod
X̃×S ⊗p̃−1OS

p̃−1G) ≃ OX×S(∗D)⊗p−1OS
p−1G. (4.9)

Indeed, we have

Rϖ∗(A
mod
X̃×S ⊗p̃−1OS

p̃−1G) ≃ Rϖ∗(Amod
X̃×S ⊗

L
p̃−1OS

p̃−1G) by (i)

≃ Rϖ∗(Amod
X̃×S)⊗

L
p−1OS

p−1G

≃ OX×S(∗D)⊗Lp−1OS
p−1G by (iii)

≃ OX×S(∗D)⊗p−1OS
p−1G,

where the latter isomorphism follows from flatness of OX×S(∗D) over p−1OS . Furthermore, (ii) im-
plies that, for any coherent OS-module G, the natural morphism

Amod
X̃×S ⊗p̃−1OS

p̃−1G −→ ȷ̃∗(OX∗×S ⊗p−1OS
p−1G)

is injective.
Note that, U∗ε being contractible, we have L|U∗

ε×U(so) ≃ p
−1
U∗
ε
G|U(so) (cf. [MFS19, Prop.A.12]).

We thus have an identification

(ȷ̃∗E)|Ũε×U(so)
≃ ȷ̃∗

(
OU∗

ε×U(so) ⊗p−1OU(so)
p−1U∗

ε
G|U(so), dU∗

ε×U(so)/U(so) ⊗ Id
)

∼←−
(
(ȷ̃∗OU∗

ε×U(so))⊗p̃−1OU(so)
p̃−1
Ũε
G|U(so), dŨε×U(so)/U(so)

⊗ Id
)
. (4.10)

Indeed, for a polysector Ṽε ⊂ Ũε and V ⊂ U(so), the natural morphism

Γ(V ∗ε × V ;OX×S)⊗O(V ) Γ(Ṽε × V ; p̃−1G) −→ Γ(V ∗ε × V ;OX×S)⊗O(V ) Γ(V
∗
ε × V ; p−1G)

is an isomorphism, since the adjunction morphism pW∗p
−1
W G → G is an isomorphism for both

W = V ∗ε and W = Ṽε (both being connected, cf. e.g. [MFS19, Prop. A.1(2)]). The assertion is
obtained by passing from the pre-sheaf isomorphism to a sheaf isomorphism.

Definition 4.11 The Deligne extension. Let xo ∈ X, x̃o ∈ ϖ−1(xo) and so ∈ S.
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(i) A germ ṽ of (ȷ̃∗EL)(x̃o,so) is said to have moderate growth if for some open set Ũε×U(so) as
above, and for some (equivalently, any) identification L|U∗

ε×U(so) ≃ p
−1
U∗
ε
G|U(so), ṽ belongs to

the image of the injective morphism

Γ
(
Ũε × U(so);A

mod
X̃×S ⊗p̃−1OS

p̃−1G
)
−→ Γ(Ũε × U(so); ȷ̃∗EL).

(ii) A germ v of (j∗EL)(xo,so) is said to have moderate growth if for each x̃o in ϖ−1(xo), the
corresponding germ in (ȷ̃∗EL)(x̃o,so) has moderate growth. In particular, this holds for any
local section of EL at (xo, so) if xo /∈ D.

(iii) The subsheaf of j∗EL consisting of local sections whose germs have moderate growth is
denoted by ẼL. It satisfies j∗ẼL = EL. It is called the Deligne extension of EL.

Remark 4.12. By definition, with the previous notations, v has moderate growth if and only if,
on any such polysector Uε ×U(so), for any isomorphism L|U∗

ε×U(so) ≃ p
−1
U∗
ε
G|U(so), for any family

of local generators (gj) of G on U(so), v can be written as
∑

j vj ⊗ gj with vj being holomorphic
functions on the corresponding polysector in X∗ × S with moderate growth with respect to D.

Since Amod
X̃×S

is stable by derivations with respect to X, ẼL is a DX×S/S(∗D)-submodule of
j∗EL.

Proposition 4.13 First properties of the Deligne extension ẼL. Let L be a coherent S-locally
constant sheaf on X∗ × S and let (EL,∇) = (OX∗×S ⊗p−1OS

L,dX∗×S/S ⊗ Id) be the associated
OX∗×S-module with flat relative connection.

(i) The assignment L 7→ (ẼL,∇) with values in Mod(DX×S/S) is functorial.
(ii) Let π : S → S′ be a proper holomorphic map. Then the natural morphism j∗(Eπ∗L,∇) →

π∗j∗(EL,∇) sends the subsheaf Ẽπ∗L to π∗ẼL.
(iii) Let π : S′ → S be a holomorphic map. Then the natural morphism π∗j∗(EL,∇) →

j∗(Eπ∗L,∇) sends isomorphically π∗(ẼL,∇) to (Ẽπ∗L,∇).

Proof. We only prove (i) and (ii), and (iii) will be a consequence of Theorem 4.15 below.

(i) A morphism of S-locally constant sheaves φ : L → L′ defines a morphism φ : EL → EL′

compatible with ∇, hence j∗EL → j∗EL′ compatible with ∇, and we only need to check that
it sends ẼL to ẼL′ . This is straightforward from the definition.

(ii) From the commutative diagram

X∗ × S �
� j

//

π
��

X × S

π
��

X∗ × S′ �
� j

// X × S′

(4.14)

together with the natural morphism of Proposition 4.2(i), we obtain the morphism
j∗(Eπ∗L,∇) → π∗j∗(EL,∇) and similarly ȷ̃∗(Eπ∗L,∇) → π∗ȷ̃∗(EL,∇). Let us consider
an open subset Ũε ⊂ X̃ as in (4.8). Then U∗ε is contractible and for any s′o ∈ S′,
L|U∗

ε×π−1(U(s′o))
≃ p−1U∗

ε
G|π−1(U(s′o))

. In order to simplify the notation, we set S′ = U(s′o) and
S = π−1(U(s′o)). We also set p = p

Ũε
, so that pU∗

ε
= p ◦ ȷ̃. According to (4.10), we are led

to proving that the natural morphism

(ȷ̃∗OU∗
ε×S′)⊗p̃′−1OS′ p̃

′−1π∗G −→ π∗
(
(ȷ̃∗OU∗

ε×S)⊗p−1OS
p−1G

)
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sends Amod
Ũε×S′⊗p̃′−1OS′ p̃

′−1π∗G to π∗(Amod
Ũε×S

⊗p−1OS
p−1G). Following the proof of Proposition

4.4(i), we are led to proving that the natural morphism ȷ̃∗OU∗
ε×S′ → π∗(ȷ̃∗OU∗

ε×S) sends
Amod
Ũε×S′ to π∗A

mod
Ũε×S

. This follows from the definition of moderate growth, owing to the
properness of π.

4.c Regular holonomicity of the Deligne extension of an S-locally constant sheaf
We continue to refer to Notation 4.5 and assume that Y = D has normal crossings.

Theorem 4.15. Assume that L is a coherent S-locally constant sheaf on X∗ × S. Then

(i) the subsheaf ẼL of j∗EL is OX×S(∗D)-coherent;
(ii) the functor L 7→ ẼL from the category of coherent S-locally constant sheaves on X∗ × S to

that of DX×S/S-modules is fully faithful;

(iii) as a DX×S/S-module, (ẼL,∇) is regular holonomic.

We will make use of the following flattening result for a coherent OS-module (here, we only
need a local version, but the corresponding global one also holds true).

Proposition 4.16. Near each so ∈S, there exists a projective modification π : S′ → S with S′

smooth such that the torsion-free quotient of π∗G is OS′-locally free.

Proof. We first apply the flattening theorem [Ros68, Th. 3.5] to the coherent sheaf G. There exists
thus a projective modification π′′ : S′′ → S such that π′′∗G, when quotiented by its OS′′-torsion, is
OS′′-locally free. We then apply resolution of singularities π′ : S′ → S′′ of S′′ in the neighborhood
of the projective subset π′′−1(so) (cf. [Hir64, §7, Main Th. I’]) and denote by π the morphism
π′′ ◦ π′, which answers the question.

Proof of Theorem 4.15(i). We recall the proof of [MFS19, Th. 2.6] for the OX×S(∗D)-coherence.
The problem is local on X×S. We thus assume that X×S is a small neighborhood of (xo, so) as
above. In such a neighborhood, giving the local system is equivalent to giving T1, . . . , Tℓ ∈ Aut(G)
which pairwise commute. Let U(so) be an open neighborhood of so isomorphic to an open polydisc.
The formula [Wan08, (2.11)] defining a logarithm of Ti can be used to show that there exist
A1(s), . . . , Aℓ(s) ∈ EndOS

(G|U(so)) which pairwise commute, such that Ti = exp(−2πiAi(s)) for
each i on U(so) (cf. [Wan08, Cor. 2.3.10 & Chap. 3]). Set ÊG := OX×S(∗D)⊗p−1OS

p−1G, equipped
with the connection ∇̂ such that ∇̂xi∂xi acts on 1⊗p−1OS

p−1G by Id⊗Ai(s) if i = 1, . . . , ℓ, and
zero otherwise. Then the monodromy representation of ∇̂ on ÊG|X∗×S is given by T1, . . . , Tℓ,
hence an isomorphism L ≃ (ÊG|X∗×S)

∇̂, from which one deduces, according to Corollary 4.3, an
isomorphism

(EL,∇) = (OX∗×S ⊗p−1OS
L,dX∗×S/S ⊗ Id)

≃ (OX∗×S ⊗p−1OS
(ÊG|X∗×S)

∇̂,dX∗×S/S ⊗ Id) ≃ (ÊG|X∗×S , ∇̂).
(4.17)

It follows that ẼL≃
˜̂
EG|X∗×S and we are thus reduced to proving that ˜̂

EG|X∗×S= ÊG (we have
trivialized the locally constant sheaf but the connection is not trivial anymore).

Remark 4.18. Let p−1X∗G be the constant S-local system on X∗ × S. Thus, locally on X × S,
there exist OX∗×S-linear isomorphisms EL ≃ ÊG|X∗×S ≃ Ep−1

X∗G
, but in general we do not have

(EL,∇) ≃ (Ep−1
X∗G

, ∇̂), i.e., this isomorphism is not DX∗×S/S-linear.
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Let us prove the inclusion ˜̂
EG|X∗×S ⊂ ÊG. Let v ∈ (j∗ÊG)(xo,so) be locally defined on

U × U(so). On any polysector U∗ε × U(so), we can choose logarithms of xi (i = 1, . . . , ℓ) and
the automorphism

∏ℓ
i=1 x

Ai(s)
i of ÊG|X∗×S = OU∗

ε×U(so)⊗p−1OU(so)
p−1G is well-defined by setting

x
Ai(s)
i =

∑
k[(log xi)

k/k!] ⊗ Ai(s)k. By definition, v has moderate growth, i.e., is a local section

of ˜̂
EG|X∗×S , if and only if, on any such polysector Ũε×U(so), the section w := (

∏ℓ
i=1 x

−Ai(s)
i ) · v

is a section of Amod
X̃×S

⊗p̃−1OS
p̃−1G.

Let (gj) be a family of local generators ofG on U(so). The entries of the matrices of
∏ℓ
i=1 x

Ai(s)
i

and of
∏ℓ
i=1 x

−Ai(s)
i with respect to this family have moderate growth. If, on such a polysector,

w writes
∑

j wj ⊗ gj , where wj are sections of Amod
X̃×S

, then v =
∏ℓ
i=1 x

Ai(s)
i · w writes similarly∑

j vj ⊗ gj , where vj are sections of Amod
X̃×S

. Conversely, if v has the previous expression, then

so does w =
∏ℓ
i=1 x

−Ai(s)
i · v. We conclude that, for any such polysector, the moderate growth

condition on v is equivalent to v ∈ Γ(Ũε × U(so);A
mod
X̃×S

⊗p̃−1OS
p̃−1G). In other words, if v has

moderate growth we have by (4.9) that

v ∈ Γ(U × U(so);ϖ∗A
mod
X̃×S ⊗p̃−1OS

p̃−1G) = Γ(U × U(so);OX×S(∗D)⊗p−1OS
p−1G)

= Γ(U × U(so); ÊG),

hence ˜̂
EG|X∗×S ⊂ ÊG. The reverse inclusion also follows from the moderate growth of the entries

of the matrices of
∏ℓ
i=1 x

Ai(s)
i and of

∏ℓ
i=1 x

−Ai(s)
i .

Proof of Theorem 4.15(ii). We already know, by the Riemann-Hilbert correspondence of [Del70,
Th. 2.23], that the functor L 7→ EL is fully faithful, and it is clearly exact, so it remains to prove
that EL 7→ ẼL is so. Faithfulness is clear. Let us check fullness. Let φ : ẼL → ẼL′ be a morphism
and set φ̃ = j̃∗φ : ẼL → ẼL′ . The kernel and cokernel of φ− φ̃ are coherent OX×S(∗D)-modules
by 4.15(i), and are zero when restricted to X∗ × S. Therefore they are zero, and φ = φ̃, proving
the assertion.

Proof of Theorem 4.15(iii). The question is local at a point (xo, so) ∈ X × S. By the proof of
4.15(i), we can work with

(ÊG, ∇̂) = (OX×S(∗D)⊗p−1OS
p−1G, ∇̂)

(with ∇̂ = d ⊗ Id+
∑

i dxi/xi ⊗ Ai and Ai ∈ EndOS
(G)). Our method is to reduce to the case

where G is locally free of rank one and then prove 4.15(iii) for it.
We argue by induction on the lexicographically ordered pair (dimS, rkG), where rkG is the

rank of G at a general point of S. The case dimS = 0 and rkG arbitrary is well-known. We thus
assume that d = dimS ⩾ 1 and r = rkG ⩾ 0, and that 4.15(iii) holds for (ÊG′ , ∇̂) for any
p′−1OS′-module G′ with (dimS′, rkG′) < (d, r).

Step 1: The case (d, 0) If rkG = 0, G is an OS-torsion module. Since the question is local,
we can assume that the support of G is contained in a hypersurface T ⊂ S locally presented as
in the local setting 3.12. Then G is q−1OS′-coherent and is endowed with an endomorphism t
(i.e., multiplication by t), so that the natural OS-linear morphism OS ⊗q−1OS′ [t] G → G is an
isomorphism. Furthermore, the endomorphisms Ai are q−1OS′-linear (via the natural inclusion
q−1OS′ ↪→ OS . Let us set (Ê′G,∇) = (ÊG, ∇̂) when regarded as a q−1DX×S′/S′-module. By the
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induction hypothesis, it is regular holonomic. By Corollary 3.14 we conclude that (ÊG, ∇̂) is
regular holonomic, so that 4.15(iii) holds for (ÊG, ∇̂).

Step 2: Reduction after proper surjective generically finite base change Let π :S′→S be a
proper surjective generically finite morphism of complex manifolds and let p′ : X × S′ → S′

denote the projection. Let us assume that 4.15(iii) holds for (OX×S′(∗D)⊗p′−1OS′ p
′−1π∗G, π∗∇̂).

The purpose of Step 2 is to show that, under such an assumption, 4.15(iii) holds for (ÊG, ∇̂).
From now on, we assume dimS = d and rkG ⩾ 1. Let G′ be the OS-torsion subsheaf of G. We

note that the endomorphisms Ai of G preserve G′, so the exact sequence 0→ G′ → G→ G′′ → 0
with G′′ being torsion-free gives rise to an exact sequence

0 −→ (ÊG′ , ∇̂) −→ (ÊG, ∇̂) −→ (ÊG′′ , ∇̂) −→ 0.

Since 4.15(iii) holds for (ÊG′ , ∇̂) by Step 1, it is enough to prove 4.15(iii) for (ÊG′′ , ∇̂). In other
words, we may assume that G is torsion-free.

By assumption, there exists a closed analytic subset T of codimension ⩾ 1 in S such that,
setting T ′ = π−1(T ), the morphism π : S′ ∖ T ′ → S ∖ T is finite étale. We have dimS′ = dimS
and dimT ′ < dimS.

Remark that we have, for any holomorphic map π : S′ → S, and denoting for clarity by π̃ the
map Id×π : X × S′ → X × S, the following list of canonical isomorphisms:

Lπ̃∗(OX×S(∗D)⊗p−1OS
p−1G)

= OX×S′(∗D)⊗Lπ̃−1OX×S(∗D) π̃
−1(OX×S(∗D)⊗p−1OS

p−1G)

(∗)
= OX×S′(∗D)⊗Lπ̃−1p−1OS

π̃−1p−1G

= OX×S′(∗D)⊗Lp′−1OS′ (p
′−1OS′ ⊗Lπ̃−1p−1OS

π̃−1p−1G)

= OX×S′(∗D)⊗Lp′−1OS′ p
′−1Lπ∗G = OX×S′(∗D)⊗p′−1OS′ p

′−1Lπ∗G,

(4.19)

which reads
Lπ∗ÊG ≃ OX×S′(∗D)⊗p′−1OS′ p

′−1Lπ∗G. (4.20)

We conclude that, for each j, we have Ljπ∗∇̂xk∂xk = d⊗ Id+ Id⊗Ljπ∗Ak.
Furthermore, under the assumption on π for this step, according to the projection formula for

Rπ̃∗ applied to (∗), we have

Rπ∗(Lπ
∗ÊG) ≃ Rπ∗OX×S′(∗D)⊗Lp−1OS

p−1G.

By induction, if j ̸= 0, 4.15(iii) holds for (OX×S′(∗D)⊗p′−1OS′ p
′−1Ljπ∗G,Ljπ∗∇̂), according

to the argument given in Step 1, since Ljπ∗G is supported on T ′, hence is a torsion module. Thus
4.15(iii) holds for Lπ∗ÊG (i.e., for each of its cohomology modules Ljπ∗ÊG) since for j = 0 it is
the initial assumption.

Since ÊG is O-quasi-coherent (cf. Remark 2.5(i)), one deduces from Lemma 2.13 that
each Ljπ∗ÊG is π-good. Then, by Theorem 3.15, 4.15(iii) holds for Rπ∗(Lπ∗ÊG), hence for
H0(Rπ∗(Lπ

∗ÊG)).
The natural morphism OX×S(∗D)→ Rπ∗OX×S′(∗D) yields a morphism

ÊG −→ H0(Rπ∗(Lπ
∗ÊG)).

Both modules are OX×S(∗D)-coherent, hence so is the kernel of this morphism.
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On S ∖ T , we claim that this morphism is injective: indeed, since π : S′ ∖ T ′ →
S ∖ T is finite étale, the trace morphism trπ : π∗OS′∖T ′ → OS∖T defined by trπ(φ)(s) =
(1/ deg π)

∑
s′∈π−1(s) φ(s

′) satisfies trπ ◦ ι = Id, if ι denotes the natural morphism OS∖T →
π∗OS′∖T ′ ; hence ÊG|S∖T is locally a direct summand of the right-hand side. As G, hence ÊG, is
assumed to be OS-torsion-free, the kernel is OS-torsion-free, OX×S(∗D)-coherent and S-supported
on T . It is thus zero and this morphism is injective.

Furthermore, ÊG is DX×S/S-coherent: indeed, as 4.15(iii) holds for H0(Rπ∗(Lπ
∗ÊG)) and ÊG

is O-good, it follows that ÊG is DX×S/S-coherent, and then regular holonomic by Proposition
3.2(iii), so that 4.15(iii) holds for ÊG.

Step 3: Reduction to the case where G is OS-locally free We choose π as in Proposition 4.16
and by Step 2 we can assume from the start that the torsion-free quotient G′′ of G is OS-locally
free. By Step 1, it is enough to prove 4.15(iii) for (ÊG′′ , ∇̂), i.e., we can assume (and we do assume
from now on) that G is OS-locally free.

Step 4: The case where G is OS-locally free We still work locally on S and we assume that G
is OS-free of rank r ⩾ 1. By the induction hypothesis, 4.15(iii) holds for any (ÊG′ , ∇̂) with
rkG′ < r. Locally let us fix an OS-basis of G and let A1(s) denote the matrix of A1 in this basis.
Let Σ ⊂ S×C be the zero locus of P := det(α1 Id−A1) and let σ : Σ→ S denote the projection.
Since P is a Weierstrass polynomial with respect to the variable α1 (considered as a coordinate
on C) with coefficients in OS , σ is a finite morphism of degree deg σ and Σ is defined by the
corresponding reduced Weierstrass polynomial. We note the following two properties related to σ
and similarly to IdX ×σ:

(4.21) The sheaf σ∗OΣ is OS-free of degree deg σ (with basis 1, α1, . . . , α
deg σ−1
1 ).

(4.22) There exist dense analytic open subsets Σ◦ ⊂ Σ and S◦ ⊂ S such that σ : Σ◦ → S◦ is a
finite covering of degree deg σ. The corresponding trace morphism trσ : σ∗OΣ◦ → OS◦ has
been defined above. If φ is a section of σ∗OΣ, its trace on Σ◦ is bounded on S◦, hence
extends holomorphically to S, so that trσ extends as a morphism σ∗OΣ → OS . If ι denotes
the natural morphism OS → σ∗OΣ, we clearly have trσ◦ι = Id, making OS a direct summand
of σ∗OΣ.

Let π : S′ → Σ be a resolution of singularities of Σ, so that the natural composed map (σ◦π) :
S′ → S is projective and generically finite. Let us set G′ = ker(α1 Id−A1◦σ◦π) ⊂ (σ◦π)∗G, where
we regard α1 as a function S′ → C. Noting that σ ◦π is generically a local isomorphism, it follows
by construction that rkG′ ⩾ 1. We consider the exact sequence 0→ G′ → (σ ◦ π)∗G→ G′′ → 0
which satisfies 0 < rkG′ and rkG′′ < rkG, and which is preserved by the endomorphisms
(σ ◦ π)∗Ai, so that it induces an exact sequence of DX×S/S-modules

0 −→ (ÊG′ , ∇̂) −→ (σ ◦ π)∗(ÊG, ∇̂) −→ (ÊG′′ , ∇̂) −→ 0.

If rkG′ < rkG, we can apply induction to (ÊG′ , ∇̂), (ÊG′′ , ∇̂) and conclude that 4.15(iii) holds
for (σ ◦ π)∗(ÊG, ∇̂), hence for (ÊG, ∇̂) according to Step 2.

If rkG′ = rkG, then rkG′′ = 0, so Step 1 applies to (ÊG′′ , ∇̂), and we are reduced to proving
4.15(iii) for (ÊG′ , ∇̂), i.e., we can assume that A1 = α1 Id. Iterating the argument, we are reduced
to the case where Ai = αi Id for i = 1, . . . , ℓ, where α1, . . . , αℓ are holomorphic functions on S,
and G is OS-locally free. By considering a local basis of G, it suffices to consider the case where
rkG = 1.

27



Luisa Fiorot, Teresa Monteiro Fernandes and Claude Sabbah

Step 5: The case where G is OS-locally free of rank one We now consider (ÊG, ∇̂) =
(OX×S(∗D), dX×S/S +

∑ℓ
i=1 αi(s)dxi/xi). The argument for obtaining 4.15(iii) is then similar to

that used in the proof of [MFS19, Cor. 2.8]. One can assume that, in the neighborhood of so and
for any i, αi(s) ∈ Z⇒ αi(s) = 0. Then there exists a surjective morphism

DX×S/S/
(
(xi∂xi − αi(s) + 1)i=1,...,ℓ, (∂xj )j=ℓ+1,...,n

)
−→ (ÊG, ∇̂)

sending 1 to 1/x1 · · ·xℓ, which is easily seen to be an isomorphism by the condition on (αi)i=1,...,ℓ.

Proof of Proposition 4.13(iii). The statement is local, so, as a consequence of (4.17) in the proof
of Theorem 4.15(i) and keeping the same notation, we are reduced to proving π∗(ÊG, ∇̂) ≃
(Êπ∗G, ∇̂), that is,

π∗(OX×S(∗D)⊗p−1OS
p−1G, ∇̂) ≃ (OX×S′(∗D)⊗p′−1OS′ p

−1π∗G, π∗∇̂),

which follows by taking the 0-cohomology in (4.19).

4.d DX×S/S-modules of D-type
Recall Notation 4.5. In this section, we exhibit a family of regular holonomic DX×S/S-modules,
that we call of D-type and we prove in Proposition 4.26 a special case of the analogue in the
relative setting of [KK81, Th. 2.3.2] asserting that the restriction functor to the complement of
the divisor is an equivalence of categories. The general case will be obtained in Theorem 6.17
below.

Let Y be a closed hypersurface of X.

Definition 4.23. We say that a coherent DX×S/S(∗Y )-module L is of D-type if

(i) there exists a coherent S-locally constant sheaf L on X∗ × S such that L|X∗×S ≃ EL =
(OX∗×S ⊗p−1OS

L,dX∗×S/S ⊗ Id), equivalently, L|X∗×S is DX∗×S/S-holonomic with charac-
teristic variety contained in the zero section,

(ii) for each s ∈ S, the cohomology of Li∗sL is DX -regular holonomic (in particular, DX -
coherent). In other words L satisfies condition (Reg 2) and thus (Reg 1) (cf. Proposition
3.2).

We say that L is strict if L is p−1OS-locally free.

We denote by ModY (DX×S/S(∗Y )) the full subcategory of Mod(DX×S/S(∗Y )) whose objects
are coherent DX×S/S(∗Y )-modules of D-type.

Lemma 4.24. For π : S′ → S and L ∈ ModY (DX×S/S(∗Y )), Lπ∗L has cohomology in
ModY (DX×S′/S′(∗Y )).

Proof. The good behaviour of 4.23(a) by base pullback is clear. Let us check that of 4.23(b).
Arguing as in Lemma 2.14, we see that Lπ∗L is an object of Db

coh(DX×S′/S′(∗D)). For any s′ ∈ S′
we have Li∗s′Lπ

∗L ≃ Li∗π(s′)L, so the complex Li∗s′Lπ
∗L has DX -regular holonomic cohomology.

By Proposition 3.2(i), each Li∗s′L
jπ∗L also has DX -regular holonomic cohomology.

Proposition 4.25. Assume that Y = D is a divisor with normal crossings in X.

(i) If L is DX×S/S(∗D)-coherent of D-type and strict, then the natural morphism ψ : L→ j∗EL

sends L isomorphically to ẼL.
(ii) If L is DX×S/S(∗D)-coherent of D-type, then L is DX×S/S-regular holonomic.
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Proof. We note that the question is local on X × S, so we may replace EL with ÊG|X∗×S as in
(4.17). Namely, we have

L|X∗×S ≃ (OX∗×S ⊗p−1OS
p−1G, ∇̂).

We note that:

• If L is strict, the second assertion follows from the first one, because ẼL is DX×S/S-regular
holonomic (Theorem 4.15(iii)).

• For any coherent DX×S/S(∗D)-module of D-type, the morphism ψ is injective. Indeed, ac-
cording to the first point of Definition 4.23, the restriction of ψ to X∗×S is an isomorphism.
The assertion follows from the O-quasi-coherence of L (cf. Remark 2.5(ii)). We thus identify
L with a DX×S/S(∗D)-submodule of j∗EL.

• Due to 4.23(b), 4.25(ii) amounts to holonomicity of L (in particular, DX×S/S-coherence).

Proof of Proposition 4.25(i) We assume that G is OS-locally free of finite rank. We can mimic
the end of the proof of [MFS19, Prop. 2.11] to directly show that ψ is an isomorphism L

∼−→ ẼL
because, although in loc. cit. we assumed the DX×S/S-coherence of L, that proof works under the
weaker assumption of its DX×S/S(∗Y )-coherence. This shows 4.25(i). In particular this implies
the DX×S/S-regular holonomicity of L.

Proof of Proposition 4.25(ii) We now prove the holonomicity of L by assuming only that G
is OS-coherent. As in the proof of Theorem 4.15(iii), we argue by induction on the dimension
of S. The case where S is a point is well-known ([KK81, Th. 2.3.2]). We assume that the result
holds if dimS ⩽ d− 1 (d ⩾ 1) and that dimS = d.

Step 1: The case where G is a torsion OS-module Since we work locally, we can assume that
the support of G is contained in a hypersurface T of S, having equation h = 0, endowed with a
finite morphism q to S′ of dimension d− 1, and that hkG = 0 for some k ⩾ 1. We claim that any
local section m of L is annihilated by hk. Indeed, for any such m, hkm is zero on X∗×S and we
can apply the result of Remark 2.5(ii).

Therefore, SuppS L is contained in T . By the induction hypothesis and the equivalence recalled
in Setting 3.12, we deduce that L is q−1DX×S′/S′-holonomic, hence, arguing as in Remark 3.13,
we conclude that L is DX×S/S-holonomic, as desired.

Step 2: The case where Gtf is OS-locally free We consider the exact sequence (4.1) and we
assume that Gtf is OS-locally free. We also consider the similar exact sequence 0 → Lt → L →
Ltf → 0. Let us prove that Ltf is of D-type. First, Lt is easily seen to be DX×S/S(∗D)-coherent,
hence so is Ltf . Next, Ltf satisfies the first point of Definition 4.23, with local system p−1Gtf .

For the second point, we note that the image of i∗sLt → i∗sL is DX -coherent since i∗sL is so
and i∗sLt is O-quasi-coherent. As a consequence, it is DX -regular holonomic since i∗sL is so, and
thus i∗sLtf is regular holonomic. On the other hand, for j < 0, Lji∗sLtf is O-quasi-coherent and
supported on D by our assumption on Gtf , so Lji∗sLtf = 0 by Lemma 2.3(ii).

In conclusion, Ltf is of D-type, and we also deduce that Lt is of D-type. By Step 1 and 4.25(i),
L is holonomic if Gtf is OS-locally free.

Step 3: The general case Let π : S′ → S be a projective modification as in Proposition 4.16
such that the S′-torsion-free quotient of π∗Gtf is OS′-locally free. The S′-torsion-free quotient of
π∗G, being equal to it, is then OS′-locally free.
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By Lemma 4.24, Lπ∗L has cohomology in ModD(DX×S′/S′(∗D)). We can therefore apply
Steps 1 and 2 to deduce that π∗L is DX×S′/S′-holonomic, and it is regular by Definition 4.23(b).
It is moreover π-good (cf. Lemma 2.13). Hence, π∗π∗L is DX×S/S-regular holonomic (Theorem
3.15).

Since L is DX×S/S(∗D)-coherent, the image L′ of the adjunction morphism L → π∗π
∗L is

DX×S/S-coherent, hence regular holonomic (Proposition 3.2(iii)) and its kernel is DX×S/S(∗D)-
coherent. It follows that the latter, which clearly satisfies the first point of Definition 4.23, also
satisfies the second point since L and L′ do so (cf. Proposition 3.2). Since π is biholomorphic above
S ∖ T for some closed analytic subset T of codimension ⩾ 2, this kernel satisfies the assumption
of Step 1. It is thus DX×S/S-holonomic, hence L is DX×S/S-holonomic, as desired.

Note that the assignment L 7→ L = H0DR(L|X∗×S) is a functor which takes values in the
category of coherent S-locally constant sheaves, since the characteristic variety of L|X∗×S is
contained in the zero section.

Proposition 4.26. The category of strict regular holonomic DX×S/S-modules of D-type with
singularities along D is equivalent to the category of S-locally constant sheaves on X∗ × S which
are p−1OS-locally free of finite rank, under the correspondences L 7→ L = H0DR(L|X∗×S) and
L 7→ L = ẼL.

Proof. Owing to the Riemann-Hilbert correspondence on X∗ × S (cf. [MFS19, Rem. A.10]),
we have L|X∗×S ≃ (OX∗×S ⊗p−1OS

L,dX×S/S ⊗ Id) = EL. Since the natural morphism L→ j∗EL

sends isomorphically L to ẼL (Proposition 4.25(i)), the functor L 7→ ẼL from the category of
S-locally constant sheaves on X∗×S which are p−1OS-locally free of finite rank to that of regular
holonomic DX×S/S-modules of D-type is essentially surjective. That it is fully faithful has been
proved in Theorem 4.15(ii).

4.e Proof of Theorem 1
Although the next proposition is not general enough to prove Theorem 1, it will be one of the
main tools for its proof.

Let f : X → Y be a morphism of real or complex analytic manifolds, we denote by DY←X/S
and by DX→Y /S the relative transfer bi-modules.

Proposition 4.27. Let M be a regular holonomic DX×S/S-module with X-support Z =
⋃
i Zi

(see (2.7)). Let Y ⊂ X be a hypersurface such that Y ⊃ Zi if dimZi < dimZ, and Zo :=
Z ∖ (Y ∩ Z) is smooth of pure dimension dimZ. Then the localized DX×S/S-module M(∗Y ) is
regular holonomic and locally isomorphic to the projective pushforward of a relative D-module
of D-type.

Proof. The question is local. The assumption on Y implies that the characteristic variety of
M|(X∖Y )×S is contained in (T ∗Zo

X)× S. By Kashiwara’s equivalence, M|(X∖Y )×S is the pushfor-
ward by the inclusion map of a coherent OZo×S-module with flat relative connection, which is
thus of the form (OZo×S ⊗p−1OS

L,dZo×S/S) for some coherent locally constant p−1Zo
OS-module L.

One can find a complex manifold X ′ together with a divisor with normal crossings Y ′ ⊂ X ′

and a projective morphism f : X ′ → X which induces a biholomorphism X ′ ∖ Y ′
∼−→ Zo

(cf. e.g. [AHV18, Prologue, Th. 4]). We set δ = dimZ − dimX = dimX ′ − dimX ⩽ 0. For
each ℓ, we consider the DX′×S/S-module M′ℓ := Hℓ

Df
∗M. Although it is not yet known to be

coherent, it is f -O-good in the sense of Definition 2.2 (Proposition 2.11(i)). By considering the
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filtration by the order of the pole along Y ′, one checks that M′ℓ(∗Y ′) is also f -O-good (cf. Remark
2.5(i)).

If ℓ ̸= δ, the sheaf-theoretic restriction of M′ℓ to (X ′∖Y ′)×S is zero, therefore M′ℓ(∗Y ′) = 0
owing to O-quasi-coherence (cf. Lemma 2.3(ii)). Since OX′×S(∗Y ′) is flat over OX′×S , we conclude
that

Df
∗(M(∗Y )

)
[δ] ≃

(
Df
∗M

)
(∗Y ′)[δ] ≃M′δ(∗Y ′). (4.28)

We can interpret Df
∗(M(∗Y )

)
as the pullback of M(∗Y ) as a DX×S/S(∗Y )-module. Since f is a

modification and Y ′ = f−1(Y ), we have

DX′×S/S(∗Y ′) ≃ OX′×S(∗Y ′)⊗f−1(OX×S(∗Y )) f
−1DX×S/S(∗Y )

= DX′→X/S(∗Y ′)
(4.29)

(in local coordinates x′ in X ′ and x in X, the determinant of the matrix expressing ∂x′i in terms
of ∂xj is invertible in OX′×S(∗Y ′)). It follows that M′δ(∗Y ′) = DX′×S/S(∗Y ′) ⊗f−1DX×S/S(∗Y )

f−1M(∗Y ) is DX′×S/S(∗Y ′)-coherent.
Since Li∗s commutes with Df

∗, M′δ(∗Y ′) is DX′×S/S(∗Y ′)-coherent of D-type (Definition 4.23)
so, by Proposition 4.25(ii), it is DX′×S/S-regular holonomic. Since M′δ(∗Y ′) is f -O-good and
DX′×S/S-coherent, it is f -good.

According to [MFS19, Cor. 2.4], Df∗(M
′δ(∗Y ′)) has regular holonomic cohomology. Further-

more, since Hj(Df∗M
′δ(∗Y ′)) is supported on Y × S for j ̸= 0, and since Df∗(M

′δ(∗Y ′)) ≃
(Df∗M

′δ)(∗Y ), we have

Df∗(M
′δ(∗Y ′)) ≃ H0

Df∗(M
′δ(∗Y ′)) ≃ H0(Df∗M

′δ)(∗Y ).

On the other hand, there is a natural adjunction morphism (cf. [Kas03, Lem. 4.28 & Prop. 4.34])

Df∗Df
∗M[δ] −→M,

which induces a morphism of coherent DX×S/S(∗Y )-modules

H0(Df∗M
′δ(∗Y ′)) ≃ (H0

Df∗M
′δ)(∗Y ) −→M(∗Y ), (4.30)

where the left-hand side is DX×S/S-coherent and regular holonomic. Its cokernel is zero on
(X ∖ Y )× S and DX×S/S(∗Y )-coherent, hence it is zero according to Lemma 2.3(ii), so that
this morphism is an isomorphism. In conclusion, M(∗Y ) is regular holonomic.

Corollary 4.31. Let M be a regular holonomic DX×S/S-module and let Y be any hypersurface
in X. Then the localized DX×S/S-module M(∗Y ) is regular holonomic (hence DX×S/S-coherent).

Proof. The question is local on X×S. Let Z denote the X-support of M. We argue by induction
on the dimension of Z. The case where dimZ = 0 is clear because either Z ⊂ Y and then
M(∗Y ) = 0, or Z ̸⊂ Y and then M(∗Y ) = M.

Let Y ′ be a hypersurface satisfying the properties as in Proposition 4.27. Then Y ∪Y ′ satisfies
the same properties. We consider the following commutative diagram

0 // Γ[Y ′]M

��

//M

��

//M(∗Y ′)

��

// R1Γ[Y ′]M

��

// 0

0 // (Γ[Y ′]M)(∗Y ) //M(∗Y ) //M(∗(Y ′ ∪ Y )) // (R1Γ[Y ′]M)(∗Y ) // 0

By Proposition 4.27, the terms of the top horizontal line, together with M(∗(Y ′ ∪ Y )), are reg-
ular holonomic. On the other hand, the support of the regular holonomic modules Γ[Y ′]M and
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R1Γ[Y ′]M is of dimension < dimZ, hence the assertion holds for these modules by the induction
hypothesis, and the extreme terms of the lower horizontal line are regular holonomic. It follows
that the remaining term M(∗Y ) is regular holonomic.

Corollary 4.32. Let M be a regular holonomic DX×S/S-module and let Y be any closed analytic
subset in X. Then RΓ[Y ]M belongs to Db

rhol(DX×S/S).

Proof. The question is local. The case of a hypersurface follows from Corollary 4.31. The general
case follows by writing locally Y as the intersection of hypersurfaces.

Corollary 4.33. Let Y be a closed hypersurface of X and let M be a coherent DX×S/S(∗Y )-
module L of D-type. Then M belongs to Modrhol(DX×S/S).

Proof. This is obtained by the arguments used in the proof of Proposition 4.27.

Proof of Theorem 1. We regard the morphism f as the composition of a closed inclusion and
a projection. The latter case is clear, so we only consider the case where f : Y ↪→ X is the
inclusion of a closed submanifold. Then Corollary 4.32 implies that RΓ[Y ]M is regular holonomic.
By Kashiwara’s equivalence, we conclude that Df

∗M belongs to Db
rhol(DY×S/S).

Proposition 4.34. If M,N are objects of Db
rhol(DX×S/S), then so is M⊗LOX×S

N.

Proof. Recall that the tensor product has been defined in Remark 2.17. According to Theorem 1
applied to the diagonal embedding δ, it is enough to prove that the S-external tensor product
M ⊠L

D N is an object of Db
rhol(D(X×X)×S/S). Holonomicity has been observed in Remark 2.17.

Regularity follows from the isomorphism Li∗s(M⊠L
D N) ≃ DX×X ⊗DX⊠CDX

(Li∗sM⊠C Li
∗
sN) and

from the regular holonomicity of the latter as a complex in Db(DX×X).

Let Yi (i = 1, . . . , p) be hypersurfaces of X defined as the zero set of holomorphic func-
tions hi : X → C, set Y =

⋃
i Yi and let N be a DX×S/S(∗Y )-module. We regard N as an

OX×S(∗Y )-module with flat relative connection ∇, and for a tuple α = (α1, . . . , αp) of holomor-
phic functions αi : S → C, we denote by Nhα the OX×S-module N, endowed with the flat relative
connection ∇ +

∑
i αi Id⊗dhi/hi. The functor N → Nhα is an auto-equivalence of the cate-

gory Mod(DX×S/S(∗Y )), as well as of Modcoh(DX×S/S(∗Y )). We have a functorial isomorphism
Nhα ≃ OX×S(∗Y )hα ⊗OX×S

N ≃ OX×S(∗Y )hα ⊗LOX×S
N.

Corollary 4.35. Assume that M is a regular holonomic DX×S/S-module. Then so is M(∗Y )hα.

Sketch of proof. One checks that the coherent DX×S/S(∗Y )-module OX×S(∗Y )hα is of D-type
along Y by using that OX(∗Y )hα(s) is regular holonomic for each s∈S. Hence OX×S(∗Y )hα is
regular holonomic by Corollary 4.33. Then, on noting that M(∗Y )hα ≃ OX×S(∗Y )hα ⊗OX×S

M,
we conclude by applying Proposition 4.34.

Example 4.36 Generalized Mellin transform. Let f1, . . . , fp be meromorphic functions on X, i.e.,
locally each fi is the quotient of two holomorphic functions hi, gi without common factor. Let Y
be the union of the divisors of zeros and poles of the functions fi, i.e., locally the divisors of zeros
of hi, gi. We also set S = Cp with its analytic topology. It is usual to denote by OX×S(∗Y )fs

the OX×S-module OX×S(∗Y ) equipped with the twisted connection d +
∑

i sidfi/fi. The same
argument as in Corollary 4.35 shows that OX×S(∗Y )fs is regular holonomic and that, if M is a reg-
ular holonomic DX -module, then the DX×S/S-module q∗(M(∗Y ))fs := q∗M⊗OX×S

OX×S(∗Y )fs

(where q : X × S → X denotes the projection) is also regular holonomic.
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Furthermore, the DX×S/S-submodule of q∗(M(∗Y ))fs generated by the image of q∗M⊗ 1 · f s
is also regular holonomic, according to Proposition 3.2(iii), as it is clearly coherent (being locally
of finite type in a coherent DX×S/S-module). This property is the S-analytic variant of [Mai23,
Prop. 13], with the regularity assumption however.

Since M is regular holonomic, it is good, and so is q∗(M(∗Y ))fs. Therefore, if X is compact,
the D-module pushforward Dp∗

[
q∗(M(∗Y ))fs

]
is an object of Db

coh(OS). This is the generalized
Mellin transform of M with respect to (f1, . . . , fp).

4.f Another characterization of regular holonomicity
For a closed analytic subset Y ofX, we denote by O

Ŷ×S = lim←−k∈ZOX×S/J
k the formal completion

of OX×S along Y × S, where J denotes the defining ideal of Y × S in X × S. Let i : Y ↪→ X
denote the inclusion. We consider the exact sequence of sheaves supported on Y × S:

0 −→ i∗i
−1OX×S −→ O

Ŷ×S −→ QY×S −→ 0.

Corollary 4.37. If M ∈ Db
rhol(DX×S/S), then the complexes

RHomDX×S/S
(M,O

Ŷ×S) and RHomDX×S/S
(M,QY×S)

belong to Db
C-c(p

−1OS).

Proof. If follows from Corollary 4.32 that we have RΓ[Y ]M ∈ Db
rhol(DX×S/S), so that the complex

RHomDX×S/S
(RΓ[Y ]M,OX×S) belongs to Db

C-c(p
−1OS), according to [MFS13, Th. 3.7]. On the one

hand, by mimicking the proof when S is reduced to a point (cf. e.g. [Meb04, Cor. 2.7-2]), one finds
a natural isomorphism

RHomDX×S/S
(RΓ[Y ]M;OX×S)

∼−→ RHomDX×S/S
(M,O

Ŷ×S),

hence the S-C-constructibility of the latter complex. On the other hand, we have natural isomor-
phisms

Ri∗i
−1RHomDX×S/S

(M,OX×S)
∼−→ Ri∗RHomDX×S/S

(i−1M, i−1OX×S)

≃ RHomDX×S/S
(M, Ri∗i

−1OX×S),

showing S-C-constructibility of the latter complex, and therefore that of RHomDX×S/S
(M,QY×S).

Theorem 4.38. Let M belong to Db
hol(DX×S/S). Then M is regular holonomic if and only if for

any germ of closed analytic subset Y ⊂ X, RHomDX×S/S
(M,QY×S) is isomorphic to zero.

Lemma 4.39. For any closed analytic subset Y ⊂ X we have

Li∗sOŶ×S ≃ O
Ŷ

and Li∗sQY×S ≃ QY .

Proof. Thanks to the properties of Li∗s (cf. Proposition 3.1) the result follows from Mittag-Leffler’s
condition since the morphisms OX×S/J

k+1 → OX×S/J
k are surjective.

Proof of Theorem 4.38. We first remark that the theorem holds if S is reduced to a point, ac-
cording to [KK81, (6.4.6) & (6.4.7)].

If RHomDX×S/S
(M,QY×S) = 0 for all germ Y ⊂ X, then for any s ∈ S

RHomDX
(Li∗sM,QY ) ≃ RHomDX

(Li∗sM, Li∗sQY×S)

≃ Li∗sRHomDX×S/S
(M,QY×S) = 0.

(4.40)

33



Luisa Fiorot, Teresa Monteiro Fernandes and Claude Sabbah

From the preliminary remark we conclude that Li∗sM ∈ Db
rhol(DX) for any s ∈ S, hence M ∈

Db
rhol(DX×S/S).

Conversely, if M is regular holonomic, then RHomDX×S/S
(M,QY×S) is S-C-constructible,

and by the variant of Nakayama’s lemma (cf. [MFS13, Prop. 2.2]), it is zero if (and only if)
Li∗sRHomDX×S/S

(M,QY×S) = 0 for any s ∈ S. Reading (4.40) backwards and according to the
preliminary remark, we find that the latter property is satisfied, hence

RHomDX×S/S
(M,QY×S) = 0.

5. Construction of the relative Riemann-Hilbert functor RHSX

In this section, we extend the definition of the functor RHSX introduced in [MFS19] when
dimS = 1 to the case dimS ⩾ 2. We will check that it satisfies properties similar to those
explained in [MFS19, FMFS21].

5.a Reminder on the subanalytic site and complements
We first recall the main results in [MFP21]. We consider the site in the real analytic manifold SR
given by the usual topology, that is, where the family Op(S) consisting of all open sets. On the
other hand, we have the subanalytic site Xsa underlying the real analytic manifold XR for which
the family of open subsets Op(Xsa) consists of subanalytic open subsets in XR. Lastly, we let
Xsa × S be the subanalytic site underlying the real analytic manifold XR × SR, for which the
family of open sets Op(Xsa×S) consists of those which are finite unions of products U ×V with
U ∈ Op(Xsa) and V is open in S. A subset T ⊂ Op(Xsa × S) is a covering of W = U × V ∈
Op(Xsa×S) if and only if it admits a refinement {Ui×Vj}i∈I,j∈J such that {Ui}i∈ I is a covering
of U (in Xsa) and {Vj}j∈J is a covering of V (in S). In particular, when U is relatively compact I
is finite but J needs not to be so even if V is relatively compact.

We have the following commutative diagram, where the arrows are natural morphisms of sites
induced by the inclusion of families of open subsets.

Xsa × S
a

''

X × S
ρ′

//

ρS
88

ρ

&&

Xsa × Ssa

(X × S)sa

η
77

(5.1)

We recall that

(5.2) ρ−1S commutes with tensor products (cf. [KS06, Lem. 18.3.1(ii)(c)]) and ρ−1S ρS∗≃ Id. Fur-
thermore, ρ−1S admits a left adjoint ρS! which is exact and commutes with tensor products
(cf. [MFP21, §3]).

The following proposition generalizes [MFS19, Prop. 3.3]. Its proof is completely similar.

Proposition 5.3. The category ModR-c(p
−1
X OS) is acyclic for ρS :

∀F ∈ ModR-c(p
−1
X OS), ∀ k ⩾ 1, HkRρS∗F = 0.

In particular ρS∗ is exact on ModR-c(p
−1
X OS).
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The next statement corrects [MFS19, Prop. 3.5]. Its proof is given in the appendix.

Proposition 5.4. Let F • be a bounded complex of p−1X OS-modules with S-R-constructible co-
homology. Then there exists an isomorphism K• → F • in D−(p−1X OS), where K• is a complex in
C−(p−1X OS) whose terms are locally finite sums

⊕
α∈ACUα×Vα ⊗ p−1X OS , where the Uα are open

subanalytic relatively compact in X and the Vα are open relatively compact in S.

Remark 5.5. Recall the diagram (5.1). From the fact that a∗ is fully faithful and that a−1a∗ = Id,
we have ρS∗ = a−1ρ′∗ (thus RρS∗ = a−1Rρ′∗) as explained in [MFP21] before Prop. 3.1, we deduce
that, for any open subset U × V ∈ Opc(Xsa × S), the constant sheaf CU×V on the site Xsa × S
coincides with ρS∗CU×V . Similarly,

RρS∗(CU×V ⊗ p−1X OS) ≃ ρS∗(CU×V )⊗ ρS∗(p−1X OS) ≃ ρS∗(CU×V ⊗ p−1X OS)

since the isomorphisms hold true with ρ′ instead of ρS (cf. [MFP14, Lem. 3.6(2)]).

Remark 5.6. For any S, the site Xsa×S is a ringed site both relatively to the sheaf ρS∗(p−1X OS)
and to the sheaf ρS!OX×S (cf. [KS06, p. 449]), and ρS is a morphism of ringed sites in both cases.
Thus, according to [KS06, Lem. 18.3.1, Th. 18.6.9], ρ−1S commutes with ⊗, ⊗ρS∗p

−1
X OS

, ⊗ρS!OX×S
,

⊗L
ρS∗p

−1
X OS

and ⊗LρS!OX×S
. We recall that RρS∗p−1X OS ≃ ρS!p

−1
X OS (cf. [MFP21, Prop. 3.16]). Let

π : S′ → S be a morphism of complex manifolds. Since OS′ is a π−1OS-module, ρS′∗(p
−1
X OS′) is a

ρS′∗(p
−1
X π−1OS)-module hence a π−1ρS∗(p−1X OS)-module. Similarly, ρS′!OX×S′ is a π−1ρS!OX×S-

module. In other words, π induces a morphism of ringed sites with respect to both sheaves of
rings. Consequently, according to [KS06, Th. 18.6.9(i)], the derived functors Lπ∗ : D(ρS∗p−1X OS)→
D(ρS′∗p

−1
X OS′) resp. (keeping the same notation π for the morphism Id×π), Lπ∗ : D(ρS!OX×S)→

D(ρS′!OX×S′) are well-defined.
We recall that ρ−1S RρS∗ ≃ Id, that RρS∗ commutes with Rπ∗ and ρ−1S commutes with π−1

according to [KS06, Prop. 17.5.3]. Furthermore (π−1, π∗) is a pair of adjoint functors according
to [KS06, Th. 17.5.2(i)] and ρ−1S commutes with Rπ∗, which follows by copying the proof of
[Pre08, Prop. 2.2.1(ii)] since ρ−1S admits an exact left adjoint (ρS!) hence takes injective sheaves
to injective sheaves. (Note that, in general, we do not have π−1RρS∗ = RρS′∗π

−1 while we have
π−1ρS! = ρS′!π

−1.) We thus have isomorphisms of functors

ρ−1S′ π
−1RρS∗ ≃ π−1, RρS′∗ρ

−1
S′ π

−1RρS∗ ≃ RρS′∗π
−1

and, composing with the natural morphism Id→ RρS′∗ρ
−1
S′ , we deduce a natural morphism

π−1RρS∗ −→ RρS′∗π
−1. (5.6 ∗)

We have

π−1ρS∗(CU×V ) = π−1(CU×V ) = CU×π−1V = ρS′∗(CU×π−1V ) = ρS′∗π
−1(CU×V ).

Lemma 5.7. Let π : S′ → S be a morphism. Then we have an isomorphism of functors on
Db
R-c(p

−1OS) with values in Db
R-c(ρS′∗p

′−1OS′):

Lπ∗RρS∗(•) ≃ RρS′∗Lπ
∗(•).

Proof. Let F ∈ Db
R-c(p

−1OS). By (5.6 ∗) we have a morphism (recalling that RρS∗p−1OS ≃
ρS∗p

−1OS)

ρS′∗p
−1OS′ ⊗Lπ−1ρS∗p−1OS

π−1RρS∗F −→ ρS′∗p
−1OS′ ⊗Lπ−1ρS∗p−1OS

RρS′∗π
−1F

−→ RρS′∗(p
−1OS′ ⊗Lπ−1p−1OS

π−1F ).
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This gives the desired morphism τF : Lπ∗RρS∗(F ) → RρS′∗Lπ
∗(F ). By Proposition A.6,

[FMFS21, Rem. 1.8] and Remark A.8 we may assume that F = CU×V ⊗ p−1OS , for some
relatively compact open subsets respectively of X and S, with U subanalytic. We have

Lπ∗ρS∗(F ) = ρS′∗(p
′−1OS′)⊗Lπ−1ρS∗(p−1OS)

π−1ρS∗(CU×V ⊗ p−1OS)

≃ ρS′∗(p
′−1OS′)⊗Lπ−1ρS∗(p−1OS)

π−1ρS∗(CU×V )⊗ π−1ρS∗(p−1OS)

≃ ρS′∗(p
′−1OS′)⊗ π−1ρS∗(CU×V ) ≃ ρS′∗(p

′−1OS′)⊗ ρS′∗π
−1(CU×V )

≃ ρS′∗(p
′−1OS′ ⊗ CU×π−1V ) ≃ ρS′∗(Lπ

∗F ).

5.b The construction of RHSX and behaviour under pushforward
For this section, we refer to the notation introduced in [FMFS21, §2.2]. However, instead of
making use of the morphism ρ′ of (5.1) as in loc. cit., we replace it with ρS . Most proofs do not
need any change.

We define the triangulated functor THSX : Db(p−1OS)
op → Db(DX×S/S) by

THSX(F ) := ρ−1S RHomρS∗p−1OS
(RρS∗F,Dbt,SX×S),

RHSX(F ) := ρ−1S RHomρS∗p−1OS
(RρS∗F,O

t,S
X×S)[dX ].

If dimS = 1 we recover the definitions of [MFS19] (where we restricted to Db
R-c(p

−1OS)
op):

THSX(F ) := ρ′−1RHomρ′∗p
−1OS

(ρ′∗F,Dbt,S,♯X×S),

RHSX(F ) := ρ′−1RHomρ′∗p
−1OS

(ρ′∗F,O
t,S,♯
X×S)[dX ].

This can be seen as follows: noting that (cf. (5.1)) ρ′∗ = a∗◦ρS∗, a−1a∗=Id and a−1Ot,S,♯X×S = O
t,S
X×S

(cf. [MFP21, §§3.1 & 3.2]), for F ∈ Db
R-c(p

−1OS), one finds a natural morphism

ρ′−1RHomρ′∗p
−1OS

(ρ′∗F,O
t,S,♯
X×S) −→ ρ−1S RHomρS∗p−1OS

(ρS∗F,O
t,S
X×S).

Let us check that is an isomorphism. The question being local, we can reduce, according to
Proposition 5.4, to proving the isomorphism for sheaves of the form F = CU×V ⊗ p−1OS , for
some open subanalytic relatively compact subset U of X and V open in S. Both objects become
then isomorphic to RΓX×V THom(CU×S ,OX×S), as follows from [MFP14, Props. 4.1 & 4.7] and
[MFP21, Prop. 3.24].

Let U be a subanalytic open subset in X and let us denote by j : U×S → X×S the inclusion.

Lemma 5.8 Extension in the case of an open subanalytic set. Let F ∈ Db
R-c(p

−1
U OS). Then there

are natural isomorphisms in Db(DX×S/S)

THSX(j!F ) ≃ ρ−1S Rj∗RHomρS∗p
−1
U OS

(RρS∗F, j
−1Dbt,SX×S), (5.8 ∗)

RHSX(j!F )[−dX ] ≃ ρ−1S Rj∗RHomρS∗p
−1
U OS

(RρS∗F, j
−1Ot,SX×S). (5.8 ∗∗)

Proof. This lemma is a variant of [MFS19, Lem. 3.25] and its proof is similar to that of loc. cit.

We have the variant of [FMFS21, Prop. 2.1] using [MFP21, Prop. 3.30]:

Proposition 5.9. For each s ∈ S we have an isomorphism of functors

Li∗s RH
S
X(•)[−dX ] ≃ THom(Li∗s(•),OX).
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We have the relative version of [Kas84, Th. 4.1]:

Theorem 5.10. Let f : X → Y be a morphism of real analytic manifolds, let F ∈ Db
R-c(p

−1
Y OS).

Then we have a canonical morphism in D(DY×S/S), functorial with respect to F and compatible
in a natural way with the composition of morphisms

Df!TH
S
X(f

−1F ) −→ THSY (F ).

The proof is stepwise similar to that with dimS = 1 in [FMFS21, Lem. 2.5] using Proposition
A.6. We omit it here and the detailed proof can be found in the arXiv version of this paper.
Proposition 7.1 of [Kas84] (see also [KS96, Th. 5.7 (5.12)]) has a relative version already used
in [MFS19], whose proof is given below.

Theorem 5.11. Let f : X → Y be a morphism of complex analytic manifolds, let F ∈
Db
R-c(p

−1
X OS), and assume that f is proper on SuppF . Then there is a canonical isomorphism in

Db(DX×S/S) which is compatible in a natural way with the composition of morphisms

Df∗RH
S
X(F )[dX ]−→RHSY (Rf∗F )[dY ]. (5.11 ∗)

Proof. We recall (cf. [FMFS21, (4)]) that

RHSX(F ) ≃ RHomDX×S/S
(OX×S ,TH

S(F ))[dX ]. (5.12)

In view of Theorem 5.10, where we replace F by Rf∗F , and by adjunction, we derive a natural
morphism

µF : Df∗TH
S
X(F ) −→ THSY (Rf∗F ). (5.13)

Lemma 5.14. The morphism µF is an isomorphism.

The proof of this lemma, which is a relative version of [KS96, Th. 4.4], is given in the appendix
and some more details are also given in the arXiv version of this article.

Applying RHomDY ×S/S
(OY×S , •)[dY ] to both terms of (5.13) the right term becomes

RHSY (Rf∗F ). For the left side of (5.13) we obtain

RHomDY ×S/S
(OY×S , Df∗TH

S
X(F ))[dY ]

≃ RHomDY ×S/S
(OY×S , Rf∗(DYR←XR/SR ⊗

L
DXR×SR/SR

THSX(F )))[dY ]

≃ Rf∗(RHomf−1DY ×S/S
(f−1OY×S ,DYR←XR/SR ⊗

L
DXR×SR/SR

THSX(F )))[dY ]

≃
(a)
Rf∗(RHomf−1DY ×S/S

(f−1OY×S ,DYR←XR/SR)⊗
L
DYR×SR/SR

THSX(F ))[dY ]

≃
(b)

Rf∗(DY←X/S ⊗LDX×S/S
(RHomDX×S/S

(OX×S ,DXR×SR/SR)⊗
L
DXR×SR/SR

THSX(F )))[dY ]

≃ Rf∗(DY←X/S ⊗LDX×S/S
(RHomDX×S/S

(OX×S ,TH
S
X(F )[dX ])).

Here (a) follows from [Kas03, (A10)] and (b) follows from the relative version of [Kas84, Lem. 7.2]
which asserts that

RHomDY ×S/S
(OY×S ,DYR←XR/SR)

≃ DY←X/S ⊗LDX×S/S
RHomDX×S/S

(OX×S ,DXR×SR/SR)[dX − dY ].

Therefore, by applying RHomDY ×S/S
(OY×S , •)[dY ] to the left-hand side of (5.13) we obtain an

isomorphism with Df!RH
S
X(F ) which concludes the construction of the morphism (5.11 ∗). Lemma

5.14 shows that it is an isomorphism.
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5.c Riemann-Hilbert correspondence for Deligne’s extensions
We recall that, for F ∈ Db(p−1OS) one defines D′F := RHomp−1OS

(F, p−1OS) and DF :=
RHomp−1OS

(F, p−1OS)[2dX ].
Let L be a coherent S-locally constant sheaf on X∗ × S. We consider the setting of Notation

4.5 and assume that Y = D has normal crossings in X.

Proposition 5.15. Let L be a coherent S-locally constant sheaf on X∗ × S and let ẼL be the
associated Deligne extension. Then

• the complex of DX×S/S-modules RHSX(j!D
′L)[−dX ] is isomorphic to ẼL and thus it is

regular holonomic,
• pSol ẼL ≃ j!D′L.

Proof. We adapt the idea of proof of [MFS19, Lem. 4.2]. Let us prove the second statement
assuming the first one holds true. Firstly, the following lemma is similar to [MFS19, Lem. 3.19]:

Lemma 5.16. There exists an isomorphism of functors in Db
R-c(p

−1OS):
pDRX(RH

S
X(•))

∼−→D(•).

Since RHSX(j!D
′L)[−dX ] is holonomic by the first point, we have

pSolX RHSX(j!D
′L)[−dX ] ≃D pDRRHSX(j!D

′L)[−dX ]
(∗)
≃ DD(j!D

′L) = j!D
′L,

where (∗) follows from Lemma 5.16.
Let us now prove the first statement. We will set

ẼSL = RHSX(j!D
′L)[−dX ].

Then, according to (5.8 ∗∗) and to [MFS19, Lem. 3.22], we have

ẼSL = ρ−1S Rj∗RHomρS∗p
−1
X∗OS

(ρS∗D
′L, j−1Ot,SX×S)

≃ ρ−1S Rj∗(ρS∗L⊗LρS∗p
−1
X∗OS

j−1Ot,SX×S).
(5.17)

We make use of the following result of [MFP21], the proof of which we recall with details as
it is used in an essential way below.

Lemma 5.18 [MFP21, Prop. 3.32]. The complex ẼSL is concentrated in degree zero.

Proof. Assume first that L is the constant local system p−1X∗G with G being OS-coherent. Since
the question is local on X × S, we can assume that G admits a finite resolution O•

S → G by free
OS-modules of finite rank. Then we have

ρ−1S Rj∗(ρS∗p
−1
X∗G⊗Lp−1

X∗OS
j−1Ot,SX×S)

∼←− ρ−1S Rj∗(ρS∗p
−1
X∗O

•
S ⊗p−1

X∗OS
j−1Ot,SX×S)

≃ p−1X O
•
S ⊗p−1

X OS
ρ−1S Rj∗j

−1Ot,SX×S . (5.19)

We recall that, according to [KS01, Prop. 2.4.4 (2.4.4)], we have isomorphisms of functors on
Db(CXsa×S)

RHom(ρS∗j!CX∗×S , (•))
∼−→ Rj∗RHom(ρS∗CX∗×S , j

−1(•)) ≃ Rj∗j−1(•).
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As a consequence, we obtain an isomorphism

ρ−1S Rj∗j
−1Ot,SX×S ≃ ρ

−1
S RHom(CX∗×S ,O

t,S
X×S).

It follows then from [MFP21, Prop. 3.24(1)] applied to CX∗×S = CX∗⊠CS , that the latter complex
is isomorphic to THom(CX∗×S ,OX×S), so that, according to [Kas84, Lem. 7.5]

ρ−1S Rj∗j
−1Ot,SX×S ≃ OX×S(∗D). (5.20)

We thus deduce from (5.19) and (5.20):

ρ−1S Rj∗(ρS∗p
−1
X∗G⊗Lp−1

X∗OS
j−1Ot,SX×S)

≃ ρ−1S Rj∗(ρS∗p
−1
X∗O

•
S ⊗p−1

X∗OS
j−1Ot,SX×S)

≃ p−1X O
•
S ⊗p−1

X OS
ρ−1S Rj∗j

−1Ot,SX×S

≃ p−1X O
•
S ⊗p−1

X OS
OX×S(∗D)

≃ p−1X G⊗p−1
X OS

OX×S(∗D),

(5.21)

where the latter isomorphism follows from the p−1X OS-flatness of OX×S(∗D). We conclude that
ẼS
p−1
X∗G

is concentrated in degree zero.

Let us now consider the case of a possibly non constant S-local system L locally isomorphic
to p−1G, with G being OS-coherent. According to Remark 4.18, locally on X × S we have an
isomorphism of OX∗×S-modules

L⊗p−1
X∗OS

OX∗×S ≃ p−1X∗G⊗p−1
X∗OS

OX∗×S , (5.22)

and by flatness of OX∗×S over p−1X∗OS , the same equality holds with the derived tensor product
⊗L. According to Proposition 5.3, the natural morphism ρS∗L→ RρS∗L is an isomorphism and
[MFP21, Prop. 3.16] implies that ρS!L ≃ RρS∗L. Recall also that, by [MFP21, Prop. 3.13], the
functor ρS! is exact and commutes with ⊗. From (5.22) we then derive OX∗×S-linear isomorphisms
(they are a priori not DX∗×S/S-linear since we use a tensor product over OX∗×S):

ρS∗L⊗LρS∗p
−1
X∗OS

j−1Ot,SX×S ≃ (ρS!L⊗LρS!p
−1
X∗OS

ρS!OX∗×S)⊗LρS!OX∗×S
j−1Ot,SX×S

≃ (ρS!(L⊗Lp−1
X∗OS

OX∗×S))⊗LρS!OX∗×S
j−1Ot,SX×S

≃ (ρS!(p
−1
X∗G⊗Lp−1

X∗OS
OX∗×S))⊗LρS!OX∗×S

j−1Ot,SX×S

≃ (ρS!p
−1
X∗G⊗LρS!p

−1
X∗OS

ρS!OX∗×S)⊗LρS!OX∗×S
j−1Ot,SX×S

≃ ρS∗p−1∗
X
G⊗L

ρS∗p
−1
X∗OS

j−1Ot,SX×S .

Then, due to (5.17), we deduce an OX×S-linear isomorphism

ẼSL ≃ ẼSp−1
X∗G
≃ p−1X G⊗p−1

X OS
OX×S(∗D). (5.23)

By the first part of the proof, we deduce that ẼSL is concentrated in degree zero. This concludes
the proof of Proposition 5.18.

Lemma 5.24. Both ẼL and ẼSL are naturally DX×S/S-submodules of j∗EL.

Proof. Firstly, applying the commutation of ρ−1S with j−1 together with the analogue of [MFS19,
Cor. 3.24] entails that ẼSL and ẼL coincide with EL when restricted to X∗ × S.
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On the one hand, by construction, ẼL is naturally a DX×S/S-submodule of j∗EL. Let us
check on the other hand that ẼSL is also naturally a DX×S/S-submodule of j∗EL. From the
natural morphism of functors Id → RρS∗ρ

−1
S on Mod(CXsa×S) we derive a natural morphism

ρ−1S Rj∗ → Rj∗ρ
−1
S : denoting for a moment by jS∗ the morphism in the subanalytic site, we have

an isomorphism of functors RjS∗ ◦ RρS∗
∼−→ RρS∗ ◦ Rj∗ (cf. [Pre08, Prop. 2.2.1(i)], by replacing

there ρ by ρS and using the same argument), hence a morphism

RjS∗ −→ RjS∗ ◦RρS∗ρ−1S
∼−→ RρS∗Rj

S
∗ ρ
−1
S ,

and, by applying ρ−1S on the left, we obtain the desired morphism. Recall also, as already used,
that ρS∗L

∼−→ RρS∗L. We then deduce a DX×S/S-linear morphism

Ψ : ẼSL ≃ ρ−1S Rj∗(ρS∗L⊗LρS∗p
−1
X∗OS

j−1Ot,SX×S)

−→ Rj∗ρ
−1
S (ρS∗L⊗LρS∗p

−1
X∗OS

j−1Ot,SX×S)

(a)
≃ Rj∗(L⊗Lp−1

X∗OS
ρ−1S j−1Ot,SX×S)

≃ Rj∗(L⊗Lp−1
X∗OS

OX∗×S)

(b)
≃ Rj∗(L⊗p−1

X∗OS
OX∗×S) = Rj∗EL

(c)
≃ j∗EL,

where (a) follows from (5.2), (b) follows from the p−1X∗OS-flatness of OX∗×S and (c) from the
Steinness of j.

In order to check that Ψ is injective, it is enough to consider it as an OX×S-linear morphism,
and by (5.23), it is enough to check injectivity when L = p−1X∗G. Furthermore, the question is
local on S.

In such a case, we consider a resolution O•
S → G as in the proof of Proposition 5.18. Then,

locally on S, (5.21) identifies ẼS
p−1
X∗G

with p−1X G⊗p−1
X OS

OX×S(∗D) and the morphism Ψ with the
natural morphism

p−1X G⊗p−1
X OS

OX×S(∗D) −→ j∗(p
−1
X∗G⊗p−1

X∗OS
OX∗×S),

which is injective since G is OS-coherent, as wanted.

End of the proof of Proposition 5.15 By Lemma 5.24, we are reduced to showing that both
DX×S/S-submodules ẼSL and ẼL of j∗EL coincide, and since the DX×S/S-structure is induced by
that j∗EL for both, it is enough to check that they coincide as OX×S-submodules. The question is
local on X × S. By Remark 4.18, there exists a local OX×S-linear isomorphism j∗EL ≃ j∗Êp−1

X∗G

under which ẼL is identified with ÊG = p−1X G ⊗p−1
X OS

OX×S(∗D). Besides, (5.23) also identifies

ẼSL with p−1X G⊗p−1
X OS

OX×S(∗D) as an OX×S-module under the same local isomorphism, so the

OX×S-submodules ẼL and ẼSL of j∗EL locally coincide, as desired.

6. Proof of Theorem 2

The proof of Theorem 2 is similar to that of [FMFS21, Th. 1] where dimS = 1. However, various
improvements are necessary in order to handle the case dimS ⩾ 2.

40



Relative Regular Riemann-Hilbert correspondence II

6.a First part of the proof of Theorem 2
We prove that RHSX is a right quasi-inverse of the functor pSolX : Db

rhol(DX×S/S)→ Db
C-c(p

−1OS)

by exhibiting an isomorphism of functors α : IdDb
C-c(p

−1OS)
∼−→ pSolX ◦RHSX . This is the analogue

in possibly higher dimension for S of [MFS19, Th. 3]:

(6.1) For F in Db
C-c(p

−1OS), RHSX(F ) is an object of Db
rhol(DX×S/S) and there exists a functorial

isomorphism αF : F ≃ pSolX(RH
S
X(F )) in Db

C-c(p
−1OS).

Proof of (6.1). We recall the notation for the duality functor (cf. [MFS13, Prop. 2.23]): for F in
Db
R-c(p

−1OS), we set D′F = RHomp−1OS
(F, p−1OS) ∈ Db

R-c(p
−1OS) and DF = D′F [2 dimX].

Functoriality in (6.1) is obtained by means of Lemma 5.16: once we know that, for F in
Db
C-c(p

−1OS), RHSX(F ) belongs to Db
rhol(DX×S/S), we can apply [MFS13, Cor. 3.9] together with

bi-duality in Db
C-c(p

−1OS) (cf. [MFS13, Prop. 2.23]) to obtain a functorial isomorphism

αF : F
∼−→ pSolX(RH

S
X(F )).

For the first part of (6.1), the main step is provided by Proposition 5.15, where we proved the
case F = j!D

′L in the setting of Section 4.b (from which we keep the notation), that is, D is a
normal crossing divisor in X and L is a coherent S-local system on X∗ × S := (X ∖D)× S.

We now conclude the proof of (6.1) by a standard induction on the dimension of theX-support
of F , based on Theorem 5.11, analogous to that of [Kas84, §7.3] (cf. [MFS19, Th. 3] for the case
dimS = 1).

We thus assume that (6.1) holds if dimSuppX F < k (k ⩾ 1) and we prove that it holds for
any F with dimSuppX F ⩽ k. By functoriality, it is enough to prove the first part of (6.1), so
that the question is local. By induction on the amplitude of the complex F , we can also assume
that F is an S-C-constructible sheaf. We can find a projective morphism f : X ′ → X with
dimX ′ = k, which is biholomorphic from the complement X ′∗ of a normal crossing divisor D′

in X ′ to the smooth locus of dimension k of SuppX F , so that f−1F is a coherent S-local system
on X ′∗. Let j′ : X ′∗ ↪→ X ′ denote the inclusion. Proposition 5.15 implies the regular holonomic-
ity of RHS(j′!D

′j′−1f−1F ) and Theorem 5.11, together with [MFS19, Cor. 2.4], implies regular
holonomicity of

RHSX(Rf∗j
′
!D
′j′−1f−1F ) ≃ RHSX(j!D

′j−1F ),

where j denotes the inclusion of f(X ′∗) in X. Hence, if F is an S-C-constructible sheaf with
X-support of dimension ⩽ k, RHSX(D

′F ) is regular holonomic since it fits in a distinguished
triangle whose third term is regular holonomic by the induction hypothesis. The same holds for
D′F for any F ∈ Db

C-c(p
−1OS) with dimSuppX F ⩽ k, and replacing F with D′F , which has the

same X-support, we conclude that RHSX(F ) is regular holonomic.

6.b Second part of the proof of Theorem 2
We prove that RHSX is a left quasi-inverse of the functor pSolX : Db

rhol(DX×S/S)→ Db
C-c(p

−1OS)

by exhibiting an isomorphism of functors β : IdDb
rhol(DX×S/S)

∼−→ RHSX ◦ pSolX .

(6.2) For each object M of Db
rhol(DX×S/S), there exists an isomorphism

βM : M
∼−→ RHSX(

pSolX(M)),

functorial in M.
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Proof of (6.2) As in [FMFS21, §3.b], we construct a bi-functorial isomorphism (with respect
to M,N ∈ Db

rhol(DX×S/S)) which, by applying Li∗s for any s ∈ S, yields that of [Kas84, Cor. 8.6]:

HomDX×S/S
(M,RHSX(

pSolX(N)))
∼−→ Homp−1OS

(pSolX(N), pSolX(M)), (6.3)

that we also denote as (6.3)M,N. We then define the morphism

βM : M −→ RHSX(
pSolX(M))

as the unique morphism such that (6.3)M,M(βM) = IdpSol(M). One classically deduces from the full
faithfulness of pSol in the absolute case (a consequence of the Riemann-Hilbert correspondence of
[Kas84] & [Meb84]) that, for each s ∈ S, βLi∗sM is an isomorphism. Therefore, by a Nakayama-type
argument [MFS19, Prop. 1.9& Cor. 1.10], βM is an isomorphism.

In order to check that βM is functorial with respect to M, that is, it defines a morphism
of functors IdDb

rhol(DX×S/S)
→ RHSX ◦ pSolX , we consider as in [MFS19, p. 668], for a morphism

φ : M→ N, the commutative diagram

HomDX×S/S
(M,RHSX(

pSolX(M)))
(6.3)M,M

//

RHS(pSolX(φ)) ◦ •
��

Homp−1OS
(pSolX(M), pSol(M))

• ◦ pSolX(φ)
��

HomDX×S/S
(M,RHSX(

pSolX(N)))
(6.3)M,N

// Homp−1OS
(pSolX(N), pSolX(M))

HomDX×S/S
(N,RHSX(

pSolX(N)))
(6.3)N,N

//

• ◦ φ
OO

Homp−1OS
(pSolX(N), pSolX(N))

pSolX(φ) ◦ •

OO

Since IdpSolX(M) ◦ pSolX(φ) = pSolX(φ) ◦ IdpSolX(N), we obtain from the commutativity of the
diagram that

RHSX(
pSolX(φ)) ◦ βM = βN ◦ φ,

which is the desired functoriality.
In order to obtain (6.3), it is enough to construct a bi-functorial morphism in Db(p−1OS)

RHomDX×S/S
(M,RHSX(F )) −→ RHomp−1OS

(F, pSolX(M)) (6.4)

for M ∈ Db
rhol(DX×S/S) and F ∈ Db

C-c(p
−1OS), and to show that it is an isomorphism. Then

(6.3)M,N is obtained by taking global sections of H0(6.4) applied to F = pSol(N).
Such a morphism (6.4) is given by [FMFS21, (14)]. In view of Proposition 5.9 we can argue

as in loc. cit., where it is also shown that, for each so ∈ S, Li∗so(6.4) can be identified with
the morphism constructed in the absolute case by Kashiwara ([Kas84, Cor. 8.6]), hence it is an
isomorphism. To conclude that (6.4) is an isomorphism, we apply a Nakayama-type argument
[MFS13, Prop. 2.2].

To construct the morphism (6.4) we need to check a finiteness property. The proof of (6.2)
will thus be concluded with the proof of the following assertion.

(6.5) For any M ∈ Db
rhol(DX×S/S) and for any F ∈ Db

C-c(p
−1OS), RHomDX×S/S

(M,RHSX(F ))

belongs to Db
C-c(p

−1OS).

We also consider the statement:

(6.6) For any M,N ∈ Db
rhol(DX×S/S), the complex RHomDX×S/S

(M,N) belongs to Db
C-c(p

−1OS).
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We shall argue by induction on the pair (dimS,dimSuppX M) ordered lexicographically. For
that purpose we introduce the following notations:

• For d ⩾ 0, we denote by (6.5)d, resp. (6.6)d the corresponding statement concerning any S
satisfying dimS ⩽ d.

• For k ⩾ 0 we introduce the assertion (6.6)d,k by requiring that the property holds for
dimS⩽d− 1 or dimS=d and dimSuppX M⩽k.

Because of the first part of (6.1) already proved, we have

(6.6)d =⇒ (6.5)d.

Conversely, the reverse implication also holds:

(6.5)d =⇒ (6.6)d.

Indeed we deduce from (6.5)d an isomorphism βN : N
∼−→ RHSX(

pSolX(N)), so applying (6.5)d
with F = pSolX(N) gives (6.6)d. In the following, we will focus on (6.6)d. Since belonging to
Db
C-c(p

−1OS) is a local property (cf. [MFS13, §2.5]), we will allow restriction to an open neigh-
borhood of a point of X × S when needed.

Proof of (6.6)d. The proof of (6.6)d is done by induction on d, in order to reduce the assertion
to the particular case of Lemma 6.15 below. Let us recall that (6.6)0 holds, according to [Kas84].
So we assume that (6.6)d−1 holds (d ⩾ 1) and we consider S with dimS = d, together with any
M,N ∈ Db

rhol(DX×S/S).

Step 1: The S-torsion case

Lemma 6.7. Let dimS = d and let us assume that (6.6)d−1 holds. Let M,N ∈ Db
rhol(DX×S/S)

and assume that the cohomology of M or that of N is of S-torsion. Then (6.6)d holds for M,N,
that is,

RHomDX×S/S
(M,N) ∈ Db

C-c(p
−1OS).

Proof. By the biduality isomorphism of [MFS13, (3)], we have

RHomDX×S/S
(M,N) ≃ RHomDX×S/S

(DN,DM), (6.8)

and we recall that both DN and DM are regular holonomic according to Corollary 3.9. It is thus
enough to prove Lemma 6.7 when the cohomology of N is of S-torsion. On the other hand, owing
to the definition of Db

C-c(p
−1OS) in terms of micro-support (cf. [MFS13, §2.5]), if two terms of

a distinguished triangle in Db(p−1OS) are objects of Db
C-c(p

−1OS), then so does the third one.
This property allows us to assume that M,N are regular holonomic DX×S/S-modules instead of
complexes. Lastly, the same argument implies that belonging to Db

C-c(p
−1OS) is a local question

on X × S.
The assumption on N entails that SuppS N is, locally with respect to X × S, contained in a

closed analytic subset T of S such that dimT < dimS. We will argue by induction on dimT .
If dimT = 0, as we consider a local situation, we may assume T = {so} with maximal ideal

sheaf mso . By considering the (locally) finite filtration of N by the DX×S/S-regular holonomic
submodules mk

soN (k ∈ N), we may reduce to assume msoN = 0. We then have N ≃ is0∗i∗s0N and
by adjunction

RHomDX×S/S
(M, iso∗i

∗
s0N) ≃ Ris0∗RHomDX

(Li∗s0M, i∗s0N),
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so that the proof is reduced to applying (6.6)0 or, equivalently, the absolute case proved by
Kashiwara in [Kas84].

Assume now that dimT ⩾ 1 and let T0 ⊂ T be a closed analytic subset of dimension < dimT
such that T ∖ T0 is non singular of dimension dimT . Let π : S′ → S be a projective morphism
of complex manifolds satisfying the two conditions: π(S′) = T and, setting T ′0 := π−1(T0),
π′ := π|S′∖T ′

0
: S′ ∖ T ′0 → T ∖ T0 is a biholomorphism. In particular dimS′ = dimT < d.

Note that, according to Proposition 3.10, Lπ∗M, Lπ∗N are regular holonomic onX×S′ and, by
Theorem 3.15, Rπ∗Lπ∗N belongs to Db

rhol(DX×S/S). By (6.6)d−1, RHomDX×S′/S′ (Lπ
∗M, Lπ∗N) ∈

Db
C-c(p

′−1OS′) thus, by the properness of π and Lemma 2.16,

RHomDX×S/S
(M, Rπ∗Lπ

∗N) ∈ Db
C-c(p

−1OS).

The cones of the natural morphisms Rπ∗Lπ∗N → Rπ∗π
∗N and N → Rπ∗π

∗N are supported in
T0, so that, by the induction hypothesis we deduce that

RHomDX×S/S
(M, Rπ∗π

∗N) ∈ Db
C-c(p

−1OS),

and thus RHomDX×S/S
(M,N) ∈ Db

C-c(p
−1OS).

Step 2: Induction on dimSuppX M

Lemma 6.9. Let dimS = d ⩾ 1 and let us assume that (6.6)d−1 holds. Then (6.6)d,0 holds.

Proof. This is a consequence of Theorem 1 and adjunction. Indeed, we can assume that
SuppX M = {x}. Denoting by i : {x} × S ↪→ X × S the inclusion, there exists a coherent
OS-module M0 such that M = Di∗M0 by Kashiwara’s equivalence, and we have (cf. [Kas03,
Th. 4.33], which can be proved in a simple way in the present setting)

Ri∗RHomOS
(M0, Di

∗N)
∼−→ RHomDX×S/S

(M,N)[dimX].

By Theorem 1, Di
∗N has OS-coherent cohomology, and the assertion follows.

We are thus reduced to proving:

(6.10) Let dimS = d ⩾ 1. Assume that (6.6)d,k−1 holds (with k ⩾ 1). Then (6.6)d,k holds.

We can reduce to the case M,N are regular holonomic DX×S/S-modules. Let Z denote the
X-support of M. Since the assertion is local, we can assume that there exists a hypersurface Y
of X such that Y contains the singular locus of Z and dimZ ∩ Y < k. Recall that localization
along Y × S preserves regular holonomicity (cf. Corollary 4.31).

Lemma 6.11. It is enough to prove the assertion (6.10) for M,N such that M = M(∗Y ) and
N = N(∗Y ).

Proof. The assertion for M follows from the property that RΓ[Y ]M belongs to Db
rhol(DX×S/S)

(Corollary 4.32) and has X-support of dimension < k.
For the assertion concerning N, we recall the argument given at the end of the proof of

[FMFS21, Th. 3]. It is enough to prove that (6.10) holds if N = RΓ[Y ]N. We have, by [MFS13,
(3)],

RHomDX×S/S
(M,N) ≃ RHomDX×S/S

(DN,DM).
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Since N has DX×S/S-coherent cohomology and is supported on Y × S, we have

RHomDX×S/S
(DN, (DM)(∗Y )) = 0.

Furthermore, DM being regular holonomic, so is RΓ[Y ](DM) by Corollary 4.32, as well as M′ :=
DRΓ[Y ](DM). Finally, applying once more [MFS13, (3) & (1)], we obtain

RHomDX×S/S
(M,N) ≃ RHomDX×S/S

(M′,N),

with dimSuppX HjM′ < k for any j, so the latter complex is S-C-constructible by (6.6)d,k−1.

Step 3: Reduction to the case where M is of D-type We take up the notation of the proof
of Proposition 4.27, so that f : X ′ → X is a projective morphism inducing a biholomorphism
X ′ ∖D

∼−→ Z ∖ Z ∩ Y , and we set δ = dimX ′ − dimX.

Lemma 6.12. Let M,N be regular holonomic DX×S/S-modules such that M = M(∗Y ). Then

Rf∗RHomDX′×S/S
(Df
∗M, Df

∗N) ≃ RHomDX×S/S
(M,N).

Proof. There is a natural morphism of adjunction (cf. [Kas03, Th. 4.33(1)])

Rf∗RHomDX′×S/S
(Df
∗M, Df

∗N) −→ RHomDX×S/S
(Df∗Df

∗M[δ],N).

We note that Df
∗M, Df

∗N are f -good. Therefore, this morphism is a quasi-isomorphism. Further-
more, the natural adjunction morphism Df∗Df

∗M[δ]→M already used in the proof of Proposition
4.27 is an isomorphism if M = M(∗Y ).

Step 4: The case where M is of D-type along a normal crossing divisor Recall Definition 4.23
and Proposition 4.26. From Step 3, we are reduced to proving (6.10) in the following setting:

(6.13) dimS = d, dimX = k, M ≃ ẼL is of D-type along a normal crossing divisor D ⊂ X, and
N = N(∗D).

Since the assertion is local, we can assume that (EL,∇) = (ÊG|X∗×S , ∇̂) as in (4.17) for some
OS-coherent module G. We denote by r ⩾ 0 the generic rank of G as an OS-module. The case
r = 0 means that G is a torsion OS-module.

Let us consider X,S,D with dimS = d ⩾ 1, dimX = k ⩾ 1 and D is a divisor with normal
crossings in X. We shall argue by induction on r. For that purpose we consider, for r ⩾ 0, the
assertion:

(6.6)d,k,r For any such X,S,D, the property (6.6)d,k−1 holds, as well as (6.6)d,k if M is of D-type
with EL = ÊG|X∗×S and G being OS-coherent of generic rank ⩽ r, and N being regular
holonomic satisfying N = N(∗D).

Then, proving (6.13) amounts to proving (6.6)d,k,r for any r ⩾ 0, according to Lemma 6.11.

Lemma 6.14. If (6.6)d−1 holds, then

(i) (6.6)d,k,0 holds;
(ii) if r ⩾ 1 and if (6.6)d,k,r holds for any G which is OS-locally free and any N = N(∗D), then

(6.6)d,k,r holds.

Proof. The first point follows from Lemma 6.7. In order to prove the second point, we choose
(locally on S) a projective modification π : S′ → S as in Proposition 4.16. Since the cones of
the natural morphisms N → Rπ∗π

∗N and Rπ∗Lπ
∗N → Rπ∗π

∗N are S-supported in dimension
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< d, Lemmas 6.7 and 2.16 imply that (6.6) holds for M,N on X × S if it holds for Lπ∗M, Lπ∗N
on X × S′. Furthermore, Ljπ∗M, Ljπ∗N are also S′-supported in dimension < d if j ̸= 0, so, by
the same argument, (6.6) holds for M,N if it holds π∗M and π∗N. Lastly, by Lemma 6.7, we
can replace π∗M and π∗N with their quotient M′,N′ by their S′-torsion subsheaves. Note that
we still have N′ = N′(∗D) and M′ is of D-type with corresponding EL′ isomorphic to ÊG′|X∗×S′ ,
where G′ is p′−1OS′-locally free by the choice of π. The assumption in (ii) therefore implies that
(6.6) holds for any G of generic rank r, as wanted.

Step 5: Induction on the generic rank of M We use the same notation as in Step 4 of the
proof of Theorem 4.15.

Lemma 6.15. Assume that (6.6)d,k−1 holds. Then (6.6)d,k,1 holds.

Proof. Assume M is of D-type with EL = ÊG|X∗×S and G being OS-coherent and of generic
rank one, and let N be regular holonomic with N = N(∗D). By a projective modification we can
assume that G is OS-locally free of rank one. Then, by Proposition 4.25(i), we have M = ÊG.

The matrix of the relative connection ∇̂ on ÊG in some local OS-basis of G writes dX×S/S ⊗
Id+

∑ℓ
i=1 αi(s)dxi/xi ⊗ Id. Let us denote by Nx−α the OX×S-module N(∗D) for which we

add to the connection the relative 1-form −
∑ℓ

i=1 αi(s)dxi/xi ⊗ Id. Then Nx−α is also reg-
ular holonomic, according to Corollary 4.35. Since M = M(∗D) and N = N(∗D), they also
are DX×S/S(∗D)-modules and, as recalled before Corollary 4.35, the functor (•)xα is an auto-
equivalence of Mod(DX×S/S(∗D)). Therefore, we have

RHomDX×S/S
(M,N) = RHomDX×S/S(∗D)(M,N)

≃ RHomDX×S/S(∗D)(Mx−α,Nx−α)

= RHomDX×S/S
(Mx−α,Nx−α).

Furthermore, Mx−α ≃ (OX×S(∗D),dX×S/S). Since DR(Nx−α) is S-C-constructible (cf. [MFS13,
Th. 3.7]) and RHomDX×S/S

([OX×S(∗D)/OX×S ],Nx
−α) also by (6.6)d,k−1, we conclude that

RHomDX×S/S
(M,N) belongs to Db

C-c(p
−1OS).

Lemma 6.16. Let us assume that (6.6)d,k,r−1 holds (r ⩾ 2). Then (6.6)d,k,r holds.

Proof. Let us assume that r ⩾ 2. Together with the assumptions of (6.13) in Step 4, we can now
assume that G is OS-locally free of finite rank r (Lemma 6.14) and thus, by Proposition 4.25(i),
M ≃ (ÊG, ∇̂). We argue in a way similar to that in Step 4 in the proof of Theorem 4.15(iii).

If each endomorphism Ai(s) occurring in the connection matrix of ∇ is scalar, i.e., of the form
αi(s) Id, then Lemma 6.15 allows us to conclude, by obvious reduction to rank one, the proof of
(6.6) for M = (ÊG, ∇̂) and N as above.

We can thus assume that some endomorphism Ai(s), say A1(s), is not scalar. We use the
notation of Step 4 in the proof of Theorem 4.15(iii), in particular (4.21) and (4.22). Recall that
we consider the composition S′ π−→ Σ

σ−→ S, with Σ := {det(α1 Id−A1(s)) = 0} and π : S′ → Σ
is a resolution of singularities.

Recall also that we set G′ = ker(α1 Id−A1 ◦ σ ◦ π) ⊂ (σ ◦ π)∗G and we consider the exact
sequence 0→ G′ → (σ ◦ π)∗G→ G′′ → 0. By construction and assumption, we have 1 ⩽ rkG′ <
rkG and thus rkG′′ < rkG.
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By applying the induction hypothesis (6.6)d,k,r−1 to G′, G′′, we deduce that

RHomDX×S′/S′ (L(σ ◦ π)∗M, L(σ ◦ π)∗N)

belongs to Db
C-c(p

−1OS), hence so does its pushforward by σ ◦ π. Thus

RHomDX×S/S
(M, R(σ ◦ π)∗L(σ ◦ π)∗N),

belongs to Db
C-c(p

−1OS) by Lemma 2.16.
The cones of the natural morphisms R(σ ◦ π)∗L(σ ◦ π)∗N → R(σ ◦ π)∗(σ ◦ π)∗N,

(σ ◦ π)∗(σ ◦ π)∗N → R(σ ◦ π)∗(σ ◦ π)∗N and σ∗σ
∗N → (σ ◦ π)∗(σ ◦ π)∗N are supported

on X × σ(Sing(Σ)). Therefore, RHomDX×S/S
(M, (σ ◦ π)∗(σ ◦ π)∗N) ∈ Db

C-c(p
−1OS). Recalling

(cf. (4.21)) that locally σ∗OX×Σ is OX×S-free of rank deg σ, σ∗σ∗N, which is isomorphic to
σ∗OX×Σ ⊗OX×S

N, is regular holonomic. Besides, according to (4.22), N is a direct summand of
σ∗σ

∗N. Therefore RHomDX×S/S
(M,N) is a direct summand of RHomDX×S/S

(M, σ∗σ
∗N), thus

again by (6.6)d−1, RHomDX×S/S
(M, σ∗σ

∗N) is an object of Db
C-c(p

−1OS), hence the same holds
true for RHomDX×S/S

(M,N).

This lemma concludes Step 5, therefore the proof of (6.6)d, and thereby that of Theorem 2.

As a consequence of Theorem 2 we can now generalize Proposition 4.26:

Theorem 6.17. Let Y be a hypersurface in X. Then the category of DX×S/S-modules of D-type
along Y is equivalent to the category of S-locally constant sheaves on X∗ × S with finite rank,
under the functor L 7→ L = H0DR(L|X∗×S) with quasi-inverse L→ RHSX(j!D

′L)[−dX ].

Proof. Let us prove that the second functor takes values in the category of modules of D-type
along Y . Let L be an S-locally constant sheaf on X∗ × S of finite rank. Since, by [FMFS21,
Prop. 2.6] (valid without any restriction on dimS), RHSX(j!D

′L) is localized along Y , and
regular holonomic by Theorem 2, hence DX×S/S(∗Y )-coherent, it remains to prove that
RHSX(j!D

′L)[−dX ] is in degree zero and that RHSX(j!D
′L)[−dX ]|X∗×S ≃ OX∗×S ⊗p−1

X∗OS
L.

The first assertion follows by the usual Nakayama-type argument. The second assertion fol-
lows from [MFS19, Cor. 3.24] (valid without any restriction on dimS), which shows that
RHSX∗(D′L)[−dX ] ≃ OX∗×S ⊗p−1

X∗OS
L.

Let L be a DX×S/S-module of D-type along Y with associated S-local system L, that
is DR(L)|X∗×S ≃ L; we have a natural morphism DR(L) → j∗L. By Corollary 4.33, L is
regular holonomic. According to Lemma 5.16, DR(RHSX(j!D

′L)[−dX ]) ≃ j∗L thus, by Theo-
rem 2, there exists a natural morphism of localized regular holonomic DX×S/S-modules L →
RHSX(j!D

′L)[−dX ], which has to be an isomorphism since that is so on X∗ × S.

Appendix: Complements

The aim of this appendix is twofold:

• to prove Proposition 5.4, correcting thus the statement of [MFS19, Prop. 3.5] (namely, con-
trary to loc. cit., the resolution in 5.4 may be not bounded below),

• and to correct and complete the contents of [FMFS21, §1.2.2].

Taking into account these corrections, the main results in both articles remain valid.
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Furthermore, for the sake of completeness, we will give a detailed proof of Lemma 5.14, by
following the same strategy as in [KS96, Th. 4.4].

In the following, we use the notation OV for CV ⊗ OS , for any open set V ⊂ S. Recall that,
for Ω,Ω′ open in X and V , V ′ open in S, for any OS-module G, we have:

• Homp−1
X OS

(CΩ ⊠ OV ,CΩ′×V ′ ⊗ p−1X G) ≃ Γ(Ω× V ; p−1X G) if Ω ⊂ Ω′ and V ⊂ V ′.

• If Ω× V ∩ Ω′ × V ′ = ∅, then Homp−1
X OS

(CΩ ⊠ OV ,CΩ′×V ′ ⊗ p−1X G) = 0.

We consider the family S = SX × SS of open sets W = U × V of X × S, where

(i) U is connected open subanalytic relatively compact in X.
(ii) V is open and relatively compact in S.

This family satisfies the conditions of [KS96, (A.7) & (A.8)], since each point of X × S has
a fundamental system of neighborhoods consisting of open sets in S, and the intersection of two
open sets of S is a finite union of elements in S.

Notice that for any W1 = U1 × V1,W2 = U2 × V2 ∈ S we have

Γ(W1;CW2 ⊗ p−1X OS) =

{
Γ(W1; p

−1
X OV2) = Γ(V1;OV2) if U1 ⊂ U2,

0 otherwise.
(A.1 ∗)

Definition A.2. In a way similar to [KS96, §A.2], we define:

• AX = Modw-R-c(p
−1
X OS);

• PX the category whose objects W = (Wi = Ui × Vi)i∈I consist of locally finite families of
open subsets of S, and whose morphisms are described in a way similar to that of [KS96,
§A.2]:

HomPX
(W,W′) =

∏
i∈I

( ⊕
j∈J |W ′

j⊃Wi

Γ(Ui × V i; p
−1
X OS)

)
,

where W′ = (W ′j = U ′j × V ′j )j∈J .
• In the following we will write simply A,P in order to keep the notation clean. The additive

functor L : P→ A given by

L(W) =
⊕
i∈I

CUi ⊠ OVi =
⊕
i∈I

(CWi ⊗ p
−1
X OS),

and, for W, W′ ∈ P, for φ ∈ HomP(W,W′), L(φ) is given by the natural morphism

Γ(Ui × Vi; p−1X OS) −→ Γ(Ui × Vi;CUj ⊠ OVj ) = Γ(Wi; p
−1
X OS)

for each i ∈ I, j ∈ J such that Wi ⊂Wj . We remark that L is a faithfull functor.
• The additive bifunctor H : Pop ×A→ Ab given, for W ∈ P and F ∈ A, by

H(W, F ) =
∏
i∈I

Γ(Ui × Vi;F ),

where, following the notations of [KS96, App.A.1], Ab denotes the category of abelian
groups.

• αW,F : H(W, F )→ Homp−1
X OS

(L(W), F ) given by the restrictions∏
i∈I

Γ(Ui × Vi;F ) −→
∏
i∈I

Γ(Ui × Vi;F ) = Homp−1
X OS

(
⊕
i∈I

CUi ⊠ OVi ;F ).
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For a morphism u in P let us denote by keru (resp. imu) the kernel (resp. the image) of L(u)
as a morphism in A.

An object F of A is called P-coherent ([KS96, App. A.1]) if there exist W ∈ P and an
epimorphism L(W)→ F in A and if, for any f ∈ H(W′, F ), there exist W′′ in P and a morphism

g : W′′ →W′ such that W′′
g→W′

f→ F is exact; that is L(W′′)
L(g)→ L(W′)

α(f)→ F is exact in A
(and hence f ◦ g = 0 since L is faithfull).

Proposition A.3.

(i) The objects (A,P, L,H, α) as defined above satisfy Properties (A.1)–(A.4) of [KS96, §A.1].
(ii) An object of A is P-coherent if and only if it is S-R-constructible.

The proof of A.3(i), which concerns the ring p−1X OS , essentially reduces that of [KS96,
Prop. A.6], which concerns the ring OS . However, the new ingredient with respect to [KS96] is the
property that any S-weakly R-constructible sheaf F admits an epimorphism u :

⊕
k(CUk

⊠Gk)→
F for some locally finite family (Uk) in SX and some OS-modules Gk, which can be assumed to
be OS-coherent if F is S-R-constructible. Details are given in the arXiv version of this paper.

Corollary A.4. The category of P-coherent objects is closed under kernels, cokernels and
extensions in A.

Proof. This is [KS96, Prop. A.1], that we can apply according to Proposition A.3.

As in [KS96, App.], we denote by D−(P) (resp. Db(P)) the triangulated category obtained
by taking the quotient of K−(P) (resp. Kb(P)) with respect to the null system of complexes W•

in P such that L(W•) is acyclic in A. We denote by D−coh(P) the full subcategory of D−(P) of
objects W• such that L(W•) has P-coherent cohomologies.

On the other hand, we denote by D−coh(A) (resp. Db
coh(A)) the full subcategory of D−(A)

(resp. Db(A)) whose objects have P-coherent cohomologies, i.e., according to Proposition A.3(ii),
are S-R-constructible. We also denote by D−b,coh(P) the full subcategory of D−(P) of objects W•

such that L(W•) ∈ Db
coh(A).

In this context, [KS90, Prop. 8.1.4] holds with a similar proof and provides functorial isomor-
phisms, for any F in A, any σ ∈ ∆ and any x ∈ |σ|:

Gσ(F ) := pU(σ)∗(F |U(σ)×S) ≃ F |{x}×S , RkpU(σ)∗(F |U(σ)×S) = 0 ∀ k ⩾ 1. (A.5)

The proofs of [KS90, Th. 8.1.10 & 8.4.5(i)] can then be adapted to the relative setting by replacing
everywhere the functor Γ(U(σ), •) with pU(σ)∗(•|U(σ)), yielding that the natural inclusion functor
Db(A) → Db

w-R-c(p
−1
X OS) is an equivalence by providing an explicit quasi-inverse denoted there

by Rβ. We deduce an equivalence

Db
coh(A) = Db

R-c(Modw-R-c(p
−1
X OS)) ≃ Db

R-c(p
−1
X OS).

The following proposition, which is a consequence of [KS96, Th.A.5] and the properties ex-
plained above, corrects [FMFS21, Prop. 1.6].

Proposition A.6. The natural functor

L : D−coh(P) −→ D−coh(A)

is an equivalence of categories which induces an equivalence of categories (still denoted by L for
short)

L : D−b,coh(P)
∼−→ Db

R-c(p
−1
X OS).
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Proof of Proposition 5.4. We identify D−b,coh(P) with its essential image in Db
coh(A), which is thus

equivalent to Db
R-c(p

−1
X OS), according to Proposition A.6. By definition, the objects K• in this

essential image satisfy the property described in Proposition 5.4.

Remark A.7. In (5.13) we defined the natural transformation µ : Df∗TH
S
X(•) → THSY (Rf∗(•))

between functors from Db
R-c(p

−1
X OS) to Db(DY×S/S). Due to Proposition A.6 we get (by composing

with L) a natural transformation

µ ◦ L : Df∗TH
S
X(L(•)) −→ THSY (Rf∗(L(•)))

between functors from D−b,coh(P) to Db(DY×S/S). We now extend it, by relaxing the coherency
condition, to a natural transformation between functors from Db(P) to Db(DY×S/S). Recall that
we denote by f both maps X → Y and X × S → Y × S. Let W = U × V ∈ S and consider the
family {W}. By adjunction we have

f−1Rf∗(CW ) ≃ f−1Rf∗(CU )⊠ CV ,

and thus
f−1Rf∗(CW ⊗ p−1X OS) ≃ (f−1Rf∗(CU )⊠ CV )⊗ p−1X OS .

Since f−1Rf∗(CU ) is a bounded complex with R-constructible cohomologies, it is quasi-isomorphic
to a bounded complex whose entries are locally finite sums

⊕
i∈I CUi where each Ui ∈ SX

(cf. [DGS11, Prop. A.1]). Therefore the complex f−1Rf∗L({W}) belongs to the essential image
by L of a complex in Db(P). The same property then holds for any W ∈ P instead of {W} and
then for any bounded complex W• ∈ Db(P).

It is then meaningful to define µL(W•) : Df∗TH
S
X(L(W

•)) → THSY (Rf∗(L(W
•)) as the com-

position of

Df∗TH
S
X(L(W

•
)) −→ Df∗TH

S
X(f

−1Rf∗L(W
•
))

and
ηRf∗L(W•) := Df∗TH

S
X(f

−1Rf∗L(W
•
)) −→ THSY (Rf∗L(W

•
)),

since all complexes on which THS is applied are bounded complexes.

Proof of Lemma 5.14. The morphism µF being defined, checking that it is an isomorphism is a
local question on Y ×S. If F ∈ Db

R-c(p
−1
X OS) has non zero cohomologies only in the interval [a, b],

the complexes Df∗TH
S
X(F ) and THSY (Rf∗F ) can have non zero cohomologies only for indices

belonging to a finite interval I = [−b − m,−a + n] for suitable m,n ∈ N only depending on
dimX and dimY . Thus it is enough to show that Hj(µF ) is an isomorphism for any j ∈ I. In
view of Proposition 5.4, we can replace F with a bounded complex K ′• = 0→ K−N → K• with
N > −a+m+ n such that K• = L(W•) for some W• ∈ Kb(P). Thus we obtain a distinguished
triangle K−N [N ] → L(W•)

τ−→ F
+1−→, and both Hj

Df∗TH
S
X(K

−N [N ]) and Hj THSY (K
−N [N ])

vanish for j ∈ I. Hence, for any j ∈ I,

Hj
Df∗TH

S
X(F )

∼−→ Hj
Df∗TH

S
X(L(W

•
)),

Hj THSY (Rf∗F )
∼−→ Hj THSY (Rf∗L(W

•
)),

hence we are reduced to prove that, for any j ∈ Z, the morphism

Hj(µL(W•)) : H
j
Df∗TH

S
X(L(W

•
)) −→ Hj THSY (Rf∗L(W

•
))

(defined in Remark A.7) is an isomorphism.
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Let (y, s) ∈ Y × S. Let ΩY be a relatively compact subanalytic neighbourhood of y. By the
assumption on f we can find an open relatively compact subanalytic neighbourhood ΩX of
f−1ΩY ∩ SuppX F . By restricting to ΩX × S, we can reduce to study the case of CW ⊗ p−1X OS ,
for some W = U × V ∈ S. By the assumption on f , we have an isomorphism of functors

RΓY×V (Rf∗(•)) ≃ Rf∗(RΓX×V (•)).

Thus we have isomorphisms

Rf∗TH
S
X(CU ⊠ (CV ⊗ OS))

∼−→ Rf∗RΓX×V THSX(CU ⊠ OS)
∼−→ RΓY×VRf∗TH

S
X(CU ⊠ OS).

Similarly

THSY (Rf∗(CU ⊠ (CV ⊗ OS)))
∼−→ THSY (Rf∗(CU )⊠ (CV ⊗ OS)))

∼−→ RΓY×V THSY (Rf∗(CU )⊠ OS).

Therefore we are led to prove the statement for F = CU ⊠ OS .
We will now follow the proof of [KS96, Th. 4.4] which contains the statement in the absolute

case. We decompose f by the graph embedding so that we first assume that f : X → Y is a
closed embedding and next we treat the case of a smooth morphism.

Step 1 Let us assume that f : X → Y is the embedding of a closed manifold. As in the
proof of [FMFS21, Prop. 2.4], let us start by proving the statement for F ′ = CZ×S ⊗ p−1OS , with
Z = X ∖ U . The conclusion for U will easily follow by functoriality, by considering the exact
sequence

0 −→ CU×S −→ CX×S −→ CZ×S −→ 0.

We have THSX(F
′) ≃ ΓZ×S(DbX×S) regarded as a DYR×SR/S-module. We note that the local

structure of distributions supported by a submanifold entail that

ΓX×S(DY×S) ≃ f∗(DY←X/S ⊗DX×S/S
DbX×S).

Then

Df∗ΓZ×S(DbX×S) ≃ f∗(DY←X/S ⊗DX×S/S
ΓZ×S(DbX×S))

≃ ΓZ×S(DbY×S) ≃ THom(f∗CZ×X ,DbY×S) ≃ THSY (f∗(CZ×S ⊗ p−1OS)).

Step 2 Let us now assume that f is smooth and f × IdS is proper on the support of F .
The question being local we may assume as in (ii) of the proof of [KS96, Th. 3.5] that f : X =
Y × R → R is the projection. Recall that F ≃ CU×S ⊗ p−1X OS . Let U = Z. Then Z is closed
subanalytic in X and the assumption entails that f |Z is proper.

As in Step 1, we prove first the statement for CZ′×S ⊗ p−1X OS where Z ′ is an arbitrary closed
analytic subset of X such that f |Z′ is proper. By (3.9) of Lemma 3.6 in loc. cit. we may assume
that for any x ∈ Y , Z ′ ∩ f−1(x) is a closed interval in R containing 0. With this assumption we
have

THom(Rf∗CZ′×S ,DbY×S) ≃ THom(Cf(Z′)×S ,DbY×S) ≃ Γf(Z′)×S(DbY×S).

Noting that DY←X/S is DY×S/S-isomorphic to DY×S/S/DY×S/S∂t, where t is the coordinate in R,
the result follows by the exact sequence

0 −→ f∗ΓZ′×S(DbX×S)
∂t−−→ f∗ΓZ′×S(DbX×S)

∫
· dt

−−−−−→ Γf(Z′)×S(DbY×S) −→ 0
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proved in [Kas84, Lem. 4.5]. The isomorphism for U follows by functoriality considering the exact
sequence

0 −→ CU×S −→ CZ×S −→ Cδ(U)×S −→ 0.

Remark A.8. In order to prove that the morphism τF : Lπ∗RρS∗(F ) → RρS′∗Lπ
∗(F ) of

Lemma 5.7 is an isomorphism for any F ∈ Db
R-c(p

−1
X OS), we may use the same argument of

Lemma 5.14 to reduce to the case F =CU×V ⊗p−1X OS .

Added to the final arXiv version

In this addition, written for the convenience of the reader, we explain the proofs of Proposition A.3
and of Theorem 5.10, and we justify the property used for the proof of Lemma 5.14, namely that
the morphism µf in this lemma is compatible with composition of morphisms (we used it for the
composition of a graph embedding and a projection).

We will make use of the next lemma.

Lemma A.9. Let F be an S-weakly R-constructible sheaf on X × S. Then there exist

• a locally finite covering (U(σ))σ∈∆ of X by elements of SX ,
• for each σ ∈ ∆ an OS-module Gσ(F ) on S,
• and an epimorphism

⊕
σ∈∆CU(σ) ⊠Gσ(F )→ F .

If F is S-R-constructible, then all OS-modules Gσ(F ) can be chosen coherent.

Proof. We will use the notations of [KS90, §8.1]. The subanalytic triangulation theorem ([KS90,
Th. 8.2.5]) allows us to consider a simplicial complex T = (T,∆) on X with respect to which F
is S-weakly R-constructible. Recall (cf. (A.5)) that, for any σ ∈ ∆ and any x ∈ |σ|, the natural
morphism Gσ(F ) → F |{x}×S is an isomorphism and that F |{x}×S is a coherent OS-module, as
explained in [MFS13, §2.2]. By adjunction, there exists a canonical morphism p−1U(σ)Gσ(F ) →
F|U(σ)×S , and by extension a canonical morphism CU(σ)×S ⊗ p−1U(σ)Gσ(F ) → F|U(σ)×S , thus a
canonical morphism

uGσ(F ) : CU(σ)×S ⊗ p−1Gσ(F ) −→ F.

For any σ, for any x ∈ |σ|, and any s ∈ S, the germ

uGσ(F ), (x,s) : (CU(σ) ⊠Gσ(F ))(x,s) −→ F(x,s)

is an isomorphism. We now define K :=
⊕

σ∈∆CU(σ) ⊠Gσ(F ). Then

u :=
∑
σ∈∆

uGσ(F )
: K −→ F (A.10)

is an epimorphism.

Proof of Proposition A.3(i)
We explain how to reduce to the arguments given for the proof of [KS96, Prop. A.6], noting that
the proof of Property (A.1) is obvious.

Proof of (A.2) in [KS96]. Given a morphism ψ : W = (Wi)i∈I → W′ = (W ′j)j∈J in P, (A.2)
asserts the existence of a morphism φ : W′′ → W in P such that imL(φ) = kerL(ψ) (which
implies ψ ◦ φ = 0 since L is faithful).
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Recall Definition A.2. The morphism ψ is given by a family (ψi,j)i∈I,j∈J with ψi,j ∈ Γ(Ui ×
Vi; p

−1
X OS). Since Ui is connected, [MFS19, Prop. A.1(2)]) implies that Γ(Ui × Vi; p

−1
X OS) =

Γ(Vi;OS) and each ψi,j corresponds to some gi,j ∈ Γ(Vi;OS). As a consequence, for any (x, s) ∈
X × S, there exists a neighborhood W (x, s) ∈ S of (x, s) such that each ψi,j is the restriction to
W (x, s) ∩ (Ui ∩ V i) of an element ψ̃i,j ∈ Γ(W (x, s); p−1OS).

From this point, the proof is identical to that of [KS96, p. 66–67].

Proof of (A.3) in [KS96]. Property (A.3) asserts that, given an epimorphism u : F ′ → F in
Modw-R-c(p

−1
X OS), W = (Wi)i∈I in P and φ ∈ H(W, F ), there exists W′ in P, a cover g : W′ →W

(i.e., L(g) is an epimorphism) and a morphism ψ : W′ → F ′, all data being such that the following
diagram is commutative:

W′
g
//

ψ
��

W

φ
��

F ′
u // F

Let us set φ = (φi)i∈I , φi ∈ Γ(Ui × V i;F ). We claim that, for each (x, s) ∈ X × S, there exists
an open neighborhood W (x, s) = Ux × Vs ∈ S of (x, s) such that, for any i ∈ I, Ux ∩ Ui is the
finite union of open sets Ux,i,j ∈ SX , each of which satisfying the following property, where we
set Wi,j(x, s) = Ux,i,j × Vs:

φi|Wi,j(x,s)∩(Ui×V i)
= u(φ′i,j(x, s))

for some φ′i,j(x, s) ∈ Γ(Wi,j(x, s) ∩ (Ui × V i), F
′). (A.11)

Indeed, for any (x, s) ∈ X × S, let us choose W = U × V ∈ S such that (x, s) ∈ W . Then
the set IW = {i ∈ I |Wi ∩W ̸= ∅} is finite. As in Lemma A.9, we consider a simplicial complex
T = (T,∆) on X, compatible with U and the finite families (U ∩ Ui)i∈IW , and with respect to
which both F and F ′ are S-weakly R-constructible. Let i ∈ I.

• We first note that (A.11) is empty for i /∈ IW .
• If (x, s) /∈ W i, we can find a neighborhood Wi(x, s) ∈ S such that Wi ∩Wi(x, s)=∅ and

(A.11) for such an i and Wi(x, s) is empty.
• If (x, s) ∈ W i, let σ ∈ ∆ be such that x ∈ U(σ). Then U(σ) ∩ Ui is a union of some open

sets of the form U(τj). Then, for each such τj , φi|U(τj)×V i
corresponds to φi|{x′}×V i

for some
x′ ∈ |τj |, by means of (A.5).
There exists an open neighborhood Vi,s ⊂ V of s such that φi|{x′}×V i

extends to a
section φ̃i|{x′}×Vi,s and that φ̃i|{x′}×Vi,s = u|{x′}×Vi,s(φ′i,j(x′, s)) for some φ′i,j(x

′, s) ∈
Γ({x′} × Vi,s;F ′). Thus φ′i,j(x

′, s) uniquely defines φ′i,j(x, s) ∈ Γ(U(τj)× Vi,s;F ′) such that
u(φ′i,j(x, s)) = φ̃i|U(τj)×Vi,s by using (A.5) once more. The finiteness of the set of indices j
allows us to choose Vi,s independent of j.
We set Ux = U(σ), Vs =

⋂
i∈IW Vi,s and Wi,j(x, s) = U(τj) × Vi,s. Then (A.11) is satisfied

for such choices.

From this point, the proof is identical to that in [KS96, p. 67].

Proof of (A.4) in [KS96]. Assume we are given W = (Wi)i∈I , W̃ = (W̃j)j∈J in P and η ∈
H(W, L(W̃)). Property (A.4) amounts to finding W′ in P, together with a cover ψ : W′ → W

in HomP(W
′,W) (i.e., L(φ) is an epimorphism) and a morphism φ ∈ HomP(W

′, W̃) such that
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L(φ) = α(η ◦ ψ) in Hom(L(W′), L(W̃)). By definition, η = (ηi,j) with ηi,j ∈ Γ(Ui × V i,CW̃j
⊗

p−1OS).
According to (A.1 ∗), we can regard ηi,j as an element of Γ(V i;OṼj ), which is zero if Ui ̸⊂ Ũj .

In particular, the S-support of ηi,j (i.e., the projection to S of its support) is a compact subset
of Ṽj . The argument of [KS96, p. 67–68] yields open subsets Vi,j,n and V ′i,j,n of Vi (in our present
notation), and we argue with Wi,j,n := Ui × Vi,j,n and W ′i,j,n := Ui × V ′i,j,n exactly as in loc. cit.
to conclude the proof that Property (A.4) holds true.

Proof of Proposition A.3(ii)
The proof will be achieved with Lemmas A.13 and A.14, and relies on the following lemma.

Lemma A.12. Let (Uj)j∈J be a locally finite family of open subsets of X belonging to SX , and,
for each j ∈ J , let Gj be a coherent OS-module. Then K =

⊕
j∈J(CUj ⊠Gj) is P-coherent.

Proof. Proving P-coherency of K amounts to showing

• [KS96, (A.5)] the existence of a cover ψ : W → K, i.e., an element of H(W,K) such that
αW,K(ψ) ∈ Hom(L(W),K) is an epimorphism,

• [KS96, (A.6)] and for each morphism ψ : W→ K, the existence of W′ and φ ∈ HomP(W
′,W)

such that W′
φ−→W

ψ−→ K is exact.

For the first condition, we recall that eachGj ∈ Modcoh(OS) has a cover Vj ([KS96, Prop. A.8])
and, since (Uj)j∈J is locally finite on X, the family W = (Uj ×Vj)j∈J is locally finite on X × S
and defines a cover of K.

For the second condition, the proof is the same as that of Property (A.2), if we replace in that
proof ψ ∈ HomP(W,W′) with ψ ∈ H(W,K). The arguments are then completely parallel.

Lemma A.13. Let F be an S-R-constructible sheaf on X × S. Then F is P-coherent.

Proof. We consider the epimorphism (A.10) and we note that K is P-coherent, by Lemma A.12.
Since both F and K are S-R-constructible, so is keru. Applying (A.10) to keru yields a similar
epimorphism u′ : K ′ → keru so that F = cokeru′ in Modw-R-c(p

−1
X OS). From Corollary A.4 it

follows that F is P-coherent.

Lemma A.14. If F ∈ Modw-R-c(p
−1
X OS) is P-coherent, then it is S-R-constructible.

Proof. We have to prove that, for each x ∈ X, F |{x}×S is OS-coherent. According to [KS96,
Th. A.5], there exists W• ∈ D−coh(P) and an isomorphism L(W•) ≃ F in D−(A). Therefore,
L(W•)|{x}×S ≃ F |{x}×S in D−(OS). We note that W•|{x}×S is a complex in D−coh(P(OS)) intro-
duced in [KS96, A.2] and thus the coherence of F |{x}×S follows by the equivalence of categories
of [KS96, Th.A.9].

Detailed proof of Theorem 5.10
Recall that for a real analytic manifold X, AX×SR denotes the sheaf of rings of real analytic
functions on X × SR. The sheaf DX×SR/S consists of differential operators with real analytic
coefficients on X × SR which commute with the holomorphic differential operators on S. The
functor THSX is defined from Db(p−1X OS)→ D+(DX×SR/S). It will be more convenient to use right
D-modules, so we will make use of the functor THS,∨X obtained from THSX by side-changing, that
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is, by tensoring with the sheaf ωX×SR/S of real analytic forms of maximal degree dimRX+dimC S
(since we only deal with forms with anti-holomorphic degree with respect to S).

For a real analytic map f : X → Y , the pushforward functor Df! for right DX×SR/S-modules
is defined by means of the transfer module D(X→Y )×SR/S and its bounded DX×SR/S-locally free
resolution Sp(X→Y )×SR/S : we have (with the usual structure of (DX×SR/S ,DY×SR/S) bi-module)

D(X→Y )×SR/S = AX×SR ⊗f−1AY ×SR
f−1DY×SR/S

and (by means of the sheaf ΘX×SR/S of real analytic vector fields on X × SR which commute
with holomorphic vector fields on S, and the associated Spencer complex of DX×SR/S)

Sp(DX×SR/S)⊗AX×SR
D(X→Y )×SR/S ≃ Sp(DX×SR/S)⊗f−1AY ×SR

f−1DY×SR/S .

A reminder on integration of currents Let DbX×SR denote the sheaf of distributions on
X × SR, that we regard as a left DX×SR/S-module. Furthermore, we consider the shifted real
analytic de Rham complex Ω•

X×SR/S
with term in degree zero being the sheaf ωX×SR/S . We de-

note by Db∨X×SR
denote the right DX×SR/S-module ωX×SR/S⊗AX×SR

DbX×SR . The distributional
de Rham complex

(Ω
•
X×SR/S

⊗AX×SR
DbX×SR)⊗AX×SR

DX×SR/S

(the left structure of DX×SR/S is used for defining the complex and the right structure of DX×SR/S

induces the right structure of the cohomologies) is a resolution of Db∨X×SR
as a right DX×SR/S-

module.

For f : X → Y as above, we set

C
•
X×SR := Db∨X×SR ⊗DX×SR/S

Sp(X→Y )×SR/S ,

so that the pushforward of Db∨X×SR
can be expressed as

Df!Db∨X×SR ≃ f!(Db∨X×SR ⊗DX×SR/S
Sp(X→Y )×SR/S) = f!C

•
X×SR

≃ f!(Db∨X×SR ⊗DX×SR/S
Sp(DX×SR/S)⊗f−1AY ×SR

f−1DY×SR/S)

≃ f!(Db∨X×SR ⊗DX×SR/S
Sp(DX×SR/S))⊗AY ×SR

DY×SR/S

≃ f!(Ω•
X×SR/S

⊗AX×SR
DbX×SR)⊗AY ×SR

DY×SR/S ,

with a suitable definition of the differential of the complexes involved above.

On the other hand, the integration of currents is a morphism of complexes∫
f : f!(Ω

•
X×SR/S

⊗AX×SR
DbX×SR) −→ (Ω

•
Y×SR/S

⊗AY ×SR
DbY×SR).

which satisfies, for a composition f = h ◦ g : X → Z → Y :∫
f =

∫
h ◦

∫
g.

This integration morphism can be enhanced at the D-module level and we obtain:

Lemma A.15. There exists a morphism of right DY×SR/S-modules

D

∫
f : Df!Db∨X×SR −→ Db∨Y×SR

which is compatible with composition of morphisms, in the sense that the following diagram
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commutes

Df!Db∨X×SR
≃

D

∫
f

44Dh!(Dg!Db∨X×SR
)

Dh!(D
∫
g)
//
Dh!Db∨Z×SR

D

∫
h // Db∨Y×SR

Proof of Theorem 5.10. We will first construct a natural transformation

φf (L(•)) : Df!TH
S,∨
X (f−1L(•))|Pop

Y
−→ THS,∨Y (L(•))|Pop

Y
, (A.16)

where PY is the category given in Definition A.2, and we use Pop
Y because the functors THS,∨

are contravariant. Here, we regard both THS,∨Y (L(•)) and Df!TH
S,∨
X (f−1L(•)) as functors from

Pop
Y → Db(DY×SR/S), although THS,∨Y (L(•)) takes values in Mod(DY×SR/S) (see below).

Step 1 Given Y ′ = Y ∖ Ω with Ω ∈ SY and V ∈ SS , we have (cf. [FMFS21, (2)])

THS,∨Y (CY ′ ⊠ OV ) = ΓY ′×V (Db∨Y×SR) ∈ Mod(DY×SR/S)

(we consider right DY×SR/S-modules here), and since f−1(CY ′ ⊠ OV ) ≃ Cf−1Y ′ ⊠ OV , we have

THSX(f
−1(CY ′ ⊠ OV )) ≃ Γf−1(Y ′)×V (Db∨X×SR).

On noting that f!Γf−1(Y ′)×V = ΓY ′×V f!, we obtain a morphism

Df!
[
Γf−1(Y ′)×V (Db∨X×SR

)
]
≃ ΓY ′×V

[
Df!(Db∨X×SR

)
] ΓY ′×V (D

∫
f )
// ΓY ′×V Db∨Y×SR

Df!TH
S,∨
X (f−1(CY ′ ⊠ OV ))

φf (CY ′ ⊠ OV )
//

≀
OO

THS,∨Y (CY ′ ⊠ OV )

≀
OO

From Lemma A.15 we obtain:

φf (CY ′ ⊠ OV ) = φh(CY ′ ⊠ OV ) ◦ Dh!(φg(Ch−1(Y ′) ⊠ OV )). (A.17)

Step 2 For Ω = Y ∖ Y ′ as above, let us apply the triangulated functor THS,∨Y to the exact
sequence

0 −→ CΩ ⊠ OV −→ CY ⊠ OV −→ CY ′ ⊠ OV −→ 0.

We still obtain an exact sequence, due to the isomorphism of distinguished triangles

THS,∨Y (CY ′ ⊠ OV ) //

≀
��

THS,∨Y (CY ⊠ OV ) //

≀
��

THS,∨Y (CΩ ⊠ OV )
+1−−−→

≀
��

0 −→ ΓY ′×V Db∨Y×SR
// ΓY×V Db∨Y×SR

// ΓY×V THom(CΩ×V ,Db∨Y×SR
) −→ 0

Let us apply the functor Df!TH
S,∨
X (f−1(•)) to the same exact sequence. We realize the

corresponding distinguished triangle in Db(DY×SR/S) as an exact sequence of complexes in
Cb(DY×SR/S) (setting C•

f−1(Y ′)×V = Γf−1(Y ′)×V C
•
X×SR

), and there is a unique morphism
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φf (CΩ ⊠ OV ) in Cb(DY×SR/S) making the following diagram commutative:

0 // f!C
•
f−1(Y ′)×V

//

φf (CY ′ ⊠ OV )
��

f!C
•
X×V

//

φf (CY ⊠ OV )
��

f!C
•
f−1(Ω)×V

//

φf (CΩ ⊠ OV )
��

// 0

0 // THS,∨Y (CY ′ ⊠ OV ) // THS,∨Y (CY ⊠ OV ) // THS,∨Y (CΩ ⊠ OV ) // 0

We regard φf (CΩ ⊠OV ) as a morphism in Db(DY×SR/S), and given a composition f = h ◦ g, the
relation (A.17) implies a similar relation.

Step 3 In order to obtain (A.16), we need to check that it is compatible with morphisms in
S. Due to the description of morphisms (Definition A.2), we are left with considering Ω ⊂ Ω′ ⊂ Y
and V ⊂ V ′ ⊂ S and a section α ∈ Γ(Ω × V ; p−1Y OS) defining a morphism Ω × V → Ω′ × V ′ in
PY . Then the commutativity (α·) ◦ φf (CΩ′ ⊠ OV ′) = φf (CΩ ⊠ OV ) ◦ (α·) is readily checked.

In such a way we have constructed a natural transformation (A.16). The relation (A.17) holds
for φf .

Step 4 In order to end the proof of the theorem, we show how to extend φf as a natural
transformation between the extended functors THS,∨Y (L(•)), Df!TH

S,∨
X (f−1L(•)) : D+(Pop

Y ) =
D−(PY )

op → D+(DY×SR/S), which will suffice, according to Proposition A.6.

Firstly, since f has finite cohomological dimension, the above functors extend as functors from
C+(Pop

Y ) to D+(DY×SR/S), and by Step 3, φf extends as a natural transformation between these
functors. Then the latter functors define functors D+(Pop

Y ) → D+(DY×SR/S), and φf extends
similarly as a natural transformation between them.

Lastly, (A.17) also extends as

φf (•) = φh(•) ◦ Dh!(φg(h
−1(•))). (A.18)

Complement to the proof of Lemma 5.14

We keep the setting of Theorem 5.10. For f : X → Y , we denote the counit of the adjunction
(f−1, Rf∗) on Db(p−1X OS) by

δf (•) : f
−1Rf∗(•) −→ (•).

For a composition f = h ◦ g, the following relation is standard:

δf (•) = δg(•) ◦ g−1(δh(Rg∗•)). (A.19)

As we need to work both with Rf∗ (because of the above adjunction) and Rf! (because of
Theorem 5.10), we will restrict Rf∗ as acting on the sub-category Db

R-c,f !(p
−1
X OS) consisting of

S-R-constructible complexes with f -proper support, so that Rf∗ coincides with Rf! on this sub-
category and has essential image in Db

R-c(p
−1
Y OS). From now on, we only consider δf (•) for •

being an object or morphism in Db
R-c,f !(p

−1
X OS). Note however that f−1Rf∗(•) is an object or

a morphism in Db
R-c(p

−1
X OS) and possibly not in Db

R-c,f !(p
−1
X OS), but (A.19) remains meaningful

(and valid) since Rg∗ is a functor from Db
R-c,f !(p

−1
X OS) to Db

R-c,h!(p
−1
Z OS). We will thus replace

below the ∗-pushforwards with the !-pushforwards.

Applying the contravariant functor THSX to this restricted δf leads to a natural transformation
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between functors Db
R-c,f !(p

−1
X OS)→ D+(DX×SR/S):

εf (•) = THSX(δf (•)) : TH
S
X(•) −→ THSX(f

−1Rf!(•)),

which satisfies, for a composition f = h ◦ g, the following relation:

εf (•) = THSX
(
g−1(δh(Rg!•))

)
◦ εg(•).

The natural transformation µf (•) from the functor Df!TH
S
X(•) : Db

R-c,f !(p
−1
X OS) →

D+(DY×SR/S) to the functor THSY (Rf!•) : D
b
R-c(p

−1
X OS) → D+(DY×SR/S), as defined in Lemma

5.14, now reads, by means of φf of Theorem 5.10,

µf (•) = φf (Rf!(•)) ◦ Df!(εf (•)).

We aim at proving that the following diagram of natural transformations commutes:

Dh!Dg!TH
S
X(•)

Dh!(µg(•))
//
Dh!TH

S
Z(Rg!(•))

µh(Rg!(•))
// THSY (Rh!Rg!(•))

Df!TH
S
X(•)

µf (•)
// THSY (Rf!(•))

where the vertical equalities are defined from the standard isomorphisms.
Commutativity amounts to the equality, as natural transformations,

φf (Rf!(•)) ◦ Df!(εf (•)) = φh(Rf!(•)) ◦ Dh!(εh(Rg!(•))) ◦ Dh!µg(•),

which is implied, according to (A.18) and the isomorphism Df! = Dh!Dg!, by

φg(h
−1(Rf!(•))) ◦ Dg!(εf (•)) = εh(Rg!(•)) ◦ µg(•)

= εh(Rg!(•)) ◦ φg(Rg!(•)) ◦ Dg!(εg(•)),

and itself is implied by the equality

φg(h
−1(Rf!(•))) ◦ Dg!TH

S
X

(
g−1(δh(Rg!•))

)
= εh(Rg!(•)) ◦ φg(Rg!(•)).

It is thus enough to apply the equality

φg(h
−1Rh!(•)) ◦ Dg!TH

S
X

(
g−1(δh(•))

)
= THSZ(δh(•)) ◦ φg(•)

to Rg!(•). This is an equality of natural transformations

Dg!TH
S
X(g

−1(•)) −→ THSZ(h
−1Rh!(•)),

both source and target regarded as functors Db
R-c,h!(p

−1
Z OS) → D+(DZ×SR/S). We will prove the

latter equality, which amounts to the commutativity of the diagram of natural transformations

Dg!TH
S
X(g

−1(•))
Dg!TH

S
X(g

−1(δh(•)))
//

φg(•)
��

Dg!TH
S
X(g

−1h−1Rh!(•))

φg(h
−1Rh!(•))

��

THSZ(•)
THSZ(δh(•)) // THSZ(h

−1Rh!(•))

The commutativity follows from the property that φg is a natural transformation Dg!TH
S
X ◦g−1 →

THSZ and the lower horizontal natural transformation is the image by φg of the upper one.

58



Relative Regular Riemann-Hilbert correspondence II

References

ABC20 Y. André, F. Baldassarri, and M. Cailotto, De Rham cohomology of differential modules on
algebraic varieties, 2nd revised ed., Progress in Math., vol. 189, Birkhäuser, Basel, 2020.

AHV18 J. M. Aroca, H. Hironaka, and J. L. Vicente, Complex analytic desingularization, Springer,
Tokyo, 2018.

Bjö93 J.-E. Björk, Analytic D-modules and applications, Kluwer Academic Publisher, Dordrecht, 1993.
BS76 C. Bănică and O. Stănăşilă, Algebraic methods in the global theory of complex spaces, Editura

Academiei, Bucharest, 1976.
Del70 P. Deligne, Équations différentielles à points singuliers réguliers, Lect. Notes in Math., vol. 163,

Springer-Verlag, 1970.
DGS11 A. D’Agnolo, S. Guillermou, and P. Schapira, Regular holonomic D[[ℏ]]-modules, Publ. RIMS,

Kyoto Univ. 47 (2011), no. 1, 221–255.
FMF18 L. Fiorot and T. Monteiro Fernandes, t-structures for relative D-modules and t-exactness of the

de Rham functor, J. Algebra 509 (2018), 419–444.
FMFS21 L. Fiorot, T. Monteiro Fernandes, and C. Sabbah, Relative regular Riemann-Hilbert correspon-

dence, Proc. London Math. Soc. (3) 122 (2021), no. 3, 434–457, Erratum: Ibid., 123 (2021)
no. 6, p. 649–654.

GR58 H. Grauert and R. Remmert, Bilder und Urbilder analytischer Garben, Ann. of Math. (2) 68
(1958), 393–443.

HdST21 P. H. Hai, J. P. dos Santos, and P. T. Tâm, Algebraic theory of formal regular-singular con-
nections with parameters, arXiv:2107.06474, forthcoming in Rend. Sem. Mat. Univ. Padova,
2021.

Hir64 H. Hironaka, Resolution of singularities of an algebraic variety over a field of characteristic
zero. I, Ann. of Math. (2) 79 (1964), 109–203.

Kas84 M. Kashiwara, The Riemann-Hilbert problem for holonomic systems, Publ. RIMS, Kyoto Univ.
20 (1984), 319–365.

Kas03 , D-modules and microlocal calculus, Translations of Mathematical Monographs, vol.
217, American Mathematical Society, Providence, R.I., 2003.

KK81 M. Kashiwara and T. Kawai, On the holonomic systems of differential equations (systems with
regular singularities) III, Publ. RIMS, Kyoto Univ. 17 (1981), 813–979.

KS90 M. Kashiwara and P. Schapira, Sheaves on manifolds, Grundlehren Math. Wiss., vol. 292,
Springer-Verlag, Berlin, Heidelberg, 1990.

KS96 , Moderate and formal cohomology associated with constructible sheaves, Mém. Soc.
Math. France (N.S.), vol. 64, Société Mathématique de France, Paris, 1996.

KS01 , Ind-sheaves, Astérisque, vol. 271, Société Mathématique de France, Paris, 2001.
KS06 , Categories and sheaves, Grundlehren Math. Wiss., vol. 332, Springer-Verlag, Berlin,

Heidelberg, 2006.
Lau96 G. Laumon, Transformation de Fourier généralisée, arXiv:alg-geom/9603004, 1996.
LS87 Y. Laurent and P. Schapira, Images inverses des modules différentiels, Compositio Math. 61

(1987), no. 2, 229–251.
Mai23 Ph. Maisonobe, Filtration relative, l’idéal de Bernstein et ses pentes, Rend. Sem. Mat. Univ.

Padova (2023), online first, doi:10.4171/rsmup/101.
Meb84 Z. Mebkhout, Une équivalence de catégories, Compositio Math. 51 (1984), 55–62.
Meb04 , Le théorème de positivité, le théorème de comparaison et le théorème d’existence de

Riemann, Éléments de la théorie des systèmes différentiels géométriques, Séminaires & Congrès,
vol. 8, Société Mathématique de France, Paris, 2004, pp. 165–310.

MFP14 T. Monteiro Fernandes and L. Prelli, Relative subanalytic sheaves, Fund. Math. 226 (2014),
no. 1, 79–100.

59

http://arxiv.org/abs/2107.06474
http://arxiv.org/abs/alg-geom/9603004
http://dx.doi.org/10.4171/rsmup/101


Relative Regular Riemann-Hilbert correspondence II

MFP21 , Relative subanalytic sheaves II, Milan J. Math. 89 (2021), 387–411.
MFS13 T. Monteiro Fernandes and C. Sabbah, On the de Rham complex of mixed twistor D-modules,

Internat. Math. Res. Notices (2013), no. 21, 4961–4984.
MFS17 , Relative Riemann-Hilbert correspondence in dimension one, Portugal. Math. 74 (2017),

no. 2, 149–159.
MFS19 , Riemann-Hilbert correspondence for mixed twistor D-modules, J. Inst. Math. Jussieu

18 (2019), no. 3, 629–672.
MM04 Ph. Maisonobe and Z. Mebkhout, Le théorème de comparaison pour les cycles évanescents,

Éléments de la théorie des systèmes différentiels géométriques, Séminaires & Congrès, vol. 8,
Société Mathématique de France, Paris, 2004, pp. 311–389.

Moc14 T. Mochizuki, Holonomic D-modules with Betti structure, Mém. Soc. Math. France (N.S.), vol.
138–139, Société Mathématique de France, Paris, 2014.

Moc15 , Mixed twistor D-modules, Lect. Notes in Math., vol. 2125, Springer, Heidelberg, New
York, 2015.

MS89 Z. Mebkhout and C. Sabbah, § III.4 D-modules et cycles évanescents, Le formalisme des six
opérations de Grothendieck pour les D-modules cohérents, Travaux en cours, vol. 35, Hermann,
Paris, 1989, pp. 201–239.

Nit99 N. Nitsure, Moduli of regular holonomic D-modules with normal crossing singularities, Duke
Math. J. 99 (1999), 1–39.

Pre08 L. Prelli, Sheaves on subanalytic sites, Rend. Sem. Mat. Univ. Padova 120 (2008), 167–216.
Ros68 H. Rossi, Picard variety of an isolated singular point, Rice Univ. Studies 54 (1968), no. 4, 63–73.
Rot96 M. Rothstein, Sheaves with connection on abelian varieties, Duke Math. J. 84 (1996), 565–598.
Sab87 C. Sabbah, Proximité évanescente, II. Équations fonctionnelles pour plusieurs fonctions analy-

tiques, Compositio Math. 64 (1987), 213–241.
Sab00 , Équations différentielles à points singuliers irréguliers et phénomène de Stokes en

dimension 2, Astérisque, vol. 263, Société Mathématique de France, Paris, 2000.
Sch15 C. Schnell, Holonomic D-modules on abelian varieties, Publ. Math. Inst. Hautes Études Sci.

121 (2015), 1–55, Erratum: Ibid. 123 (2016), 361–362.
SS94 P. Schapira and J.-P. Schneiders, Index theorem for elliptic pairs, Astérisque, vol. 224, Société

Mathématique de France, Paris, 1994.
Wan08 L. Wang, The constructibility theorem for differential modules, Ph.D. thesis, University of Illinois

at Chicago, 2008, https://hdl.handle.net/10027/13547.
Wu21 L. Wu, Riemann-Hilbert correspondence for Alexander complexes , arXiv:2104.06941, 2021.

Luisa Fiorot luisa.fiorot@unipd.it
Dipartimento di Matematica “Tullio Levi-Civita” Università degli Studi di Padova, Via Trieste,
63, 35121 Padova Italy

Teresa Monteiro Fernandes mtfernandes@fc.ul.pt
Centro de Matemática e Aplicações Fundamentais – Centro de investigação Operacional e Depar-
tamento de Matemática da FCUL, Edifício C 6, Piso 2, Campo Grande, 1700, Lisboa, Portugal

Claude Sabbah Claude.Sabbah@polytechnique.edu
CMLS, CNRS, École polytechnique, Institut Polytechnique de Paris, 91128 Palaiseau cedex,
France

60

https://hdl.handle.net/10027/13547
http://arxiv.org/abs/2104.06941

	Introduction
	A review on relative coherent and holonomic D-modules
	Coherence, goodness and holonomicity
	Behaviour with respect to pullback, pushforward and external product

	Regular holonomic DXS-modules
	Characterization of relative regular holonomicity
	Stability of regular holonomicity under base pullback and base pushforward
	Integrable regular holonomic DXS-modules

	Holonomic DXS-modules of D-type and applications
	S-locally constant sheaves and their associated relative connections
	The Deligne extension of an S-locally constant sheaf
	Regular holonomicity of the Deligne extension of an S-locally constant sheaf
	DXS-modules of D-type
	Proof of Theorem 1
	Another characterization of regular holonomicity

	Construction of the relative Riemann-Hilbert functor RHS
	Reminder on the subanalytic site and complements
	The construction of RHS and behaviour under pushforward
	Riemann-Hilbert correspondence for Deligne's extensions

	Proof of Theorem 2
	First part of the proof of Theorem 2
	Second part of the proof of Theorem 2

	Appendix: Complements
	Added to the final arXiv version
	References

