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Chapter 1

A Gallery of Models

In physics, the term “plasma” refers to a state of matter analogous to a gas,
except that a significant fraction of its microscopic constituents are not electri-
cally neutral. Typically, a plasma will contain a non negligible quantity of ions
and electrons, in addition to atoms and molecules.

Plasma dynamics is a branch of physics which is of paramount importance in
several contexts, such as astrophysics, astronomy or atmospheric sciences. All
stars are made of a plasma; the interplanetary, or interstellar or even intergalac-
tic medium is a plasma. The solar wind is an important example of plasma.
Several atmospheric phenomena (lightning, aurorae borealis) involve plasmas.
Plasmas are also encoutered in a great variety of industrial applications, such as
plasma displays, ion thrusters, discharges, chemical vapor deposition, controlled
thermonuclear fusion...

As a consequence of this great variety of physical contexts, plasma dynamics
is extremely intricate, and involves many different mathematical models. The
present chapter will introduce only a few of them.

1.1 Kinetic Formalism

Consider a system of identical point particles. If the total number of such
particles per unit volume is large enough, the state of the system at time ¢
can be described statistically in the single particle phase space, by considering
the distribution function f = f(¢,z,v) that is the number density of particles
which are located at the position z and have velocity v at time ¢t. Henceforth
we assume that z,v € R", the cases of dimension n = 2 or 3 being of practical
interest.

If Q and V are (measurable) subsets of the Euclidian space R™, the total
number Ng 1, (t) of particles to be found in © with velocities in V at time ¢ is

Nay(t) :/Q f(t, z,v)dxdv .
xV

1



2 CHAPTER 1. A GALLERY OF MODELS

This relation can be viewed as a definition of f.

More generally, if ¢(z,v) is an additive physical quantity for a particle lo-
cated at x € R™ with velocity v € R"”, the corresponding quantity for the
portion of the particle system to be found in 2 at time ¢ is

Bo(t) = / /Q (ke o)dado,

For instance, denoting by m the mass of one particle, the momentum of a particle
with velocity v is ¢(v) = muw, so that the total momentum of the portion of the
particle system located in €2 at time ¢ is

Po(t) = //Q o muf(t, z,v)dzdv .

Likewise, the kinetic energy of a particle with velocity v is ¢(v) = %m|v|2 SO
that the total energy of the portion of the particle system located in € at time
tis

é’Q(t)://Q N o f(t,z,v)dzdv .
X n

Another example is the angular momentum about the origin for a particle with
velocity v located at the position x, that is ¢(z,v) = x x (mwv) (with the usual
notation a x b for the cross product of two vectors a,b € R?); in that case, the
total angular momentum of the portion of the particle system located in €2 at
time ¢ is

Lo(t) = //Q . x x muf(t,z,v)dxdv.

All these quantities Pqo(t), £q(t), La(t) are referred to as “macroscopic observ-
ables” defined by the distribution function f that is a statistical quantity at the
microscopic scale. The macroscopic observables are the quantities of physical
interest, which can be measured in practice, unlike the distribution function
itself.

On the other hand, the evolution of the distribution function is usually rather
well known and follows from theoretical considerations.

Assume that each particle in the system under consideration is subject to
an acceleration field a = a(t, z,v) € R™. In other words, particle trajectories
are solutions of the differential system

X(t)=Vv(),
{ V(t) =a(t, X (t),V(t)).
Henceforth, we denote by
t— (X(t,t0,x0,v0), V(¢ to, zo,v0))
the solution of the differential system above satisfying

X (to, to,zo,v0) = xo, V(to,to,o,v0) = 0o .
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Assume for simplicity that the transformation
(z0,v0) = (X(t,to, zo,v0), V (t, to, To, v0))
preserves the Lebesgue measure in R™ x R” — i.e. is volume-preserving in the
single particle phase space R™ x R™.
We shall also assume that the effect of collisions between particles can be

neglected.
For each open subset O, of R™ x R", consider

O = {(X(t’ to,xo,’Uo),V(t,to,[L'o,'Uo)) s.t. (xo,'l)o) € Oto},

for all t > tq.

During the evolution of the particle system under consideration, there is no
destruction or creation of particles; therefore, the total number of particles to be
found in the portion O, of phase space at time ¢, is equal to the total number
of particles to be found in O; at time ¢t > ty. In other words

/ f(th'r()v’UO)d:EOdUO = / f(t,l',’())dl:dv, t>tp.
Oto Oy

In the integral on the right hand side of this equality, substitute X (¢, to, o, vo)
to x and V (¢, o, xo, vp) to v:

/ f(to, xo, vo)dxodvy = / f(t, X(t,to, xo,v0), V(t, to, xo, vo))dzodug
Ouf Oy

— notice that the Jacobian of this transformation, assumed to be volume-
preserving in the single particle phase space R™ x R", is £+1 .

Since this equality is assumed to hold for each open subset Oy, of R” x R",
we conclude that

f(to, zo,v0) = f(t, X(t,t0,x0,v0), V(t, to, xo,v0))

for all ¢t > tg, and all zg,v9 € R"™, assuming that both sides of the equality
above are continuous in (xg, vg).

If moreover f is a smooth (C! being enough) function of its arguments, and
if the acceleration field a = a(t, r,v) is of class C!, one has

{ X (t,to, 2o, v0) = xo + At vy + o(At),
V(t, to, xo,v0) = vo + At a(to, o, vo) + o At)
as At — 0, with the notation
t—to = At.
Therefore

f(to, zo,v0) = f(to + At,z0 + At vy, vo + Ata(to, zo,v0)) = f(to, zo, vo)
+At (0 f(to, 0, v0) + vo - Vo f(to, To,v0) + alto, o, v0) - Vu f(to, o, v0))
+o(At),
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and since must be true for all At, all zg,vy € R™ and all tg, we conclude that
the distribution function f must satisfy the partial differential equation

oflt,z,v) +v -V f(t,z,v)+a(t,z,v)  V,f(t,z,v) =0.

This equation is usually referred to as the “Liouville equation” in the Hamilto-
nian case — i.e. when the vector field (v, a(t,x,v)) driving the particle system
is Hamiltonian — and as the “Vlasov equation” when it is coupled to another
equation — or system of equations — modeling the effect of the particle system
on the acceleration field a.

Specifically, Vlasov models for particle systems are kinetic models where each
particle is subject to the acceleration field created by all the other particles in
the system. In other words, Vlasov models are models where the acceleration
field a(t,z,v) is a functional of the unknown particle distribution function f
itself.

In the sequel, we give some examples of Vlasov type models, mostly in the
context of plasma dynamics.

1.2 The Vlasov-Poisson Model

Consider a gas of identical charged particles, with mass m and charge ¢ in space
dimension 3. The electrostatic force exerted at time ¢ on a particle with charge
q located at the position = by a distribution of point charges gp = gp(t,y) is

2
q -y
F(t,x) = t,y)d
(t,x) T /Rg |I7y‘3p( y)dy,

where €q is the vacuum permittivity. Notice that this force is repulsive between
charges of identical signs.
The electrostatic force can be recast as

F(t,x) = qE(t, x),

where
E(t,z) = 4;]60 /RS |;_ Zj/|3p(t,y)dy~
Since # = —Vﬁ, one has
E(t,x) = =Vao(t,x),
where

ot z) = 2 / L ty)dy.

~ dmeg R3 |x—y|p

The scalar ¢(t,z) is the electrostatic potential created at the position = and at
time t by the distribution of charges gp.
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In space dimension n = 3, the function

G(x) == £

™ al

is the unique fundamental solution of the operator —A converging to 0 at infinity
(see Theorem 8.3.1 in [6]):

—AG =4y,
G(z) —» 0 as || = o0

Thus, the Vlasov-Poisson system takes the form

8tf(t,$,’0) +v- sz(t7$,’£}) - %Vx¢(t7$) : vvf(ta .I‘,U) = 07

pilte) = | flt.z,0)dv.
R3

In writing this system, one assumes implicitly that the force exerted on one of
the charged particles at the position = at time ¢ by all the other particles is

2
q r—y
F(t,x) = = f(t,y,v)dydv.
() 4vreo/Rs|xfy|3f( oo

In other words, the distribution function of the system of the charged particles
other than the particle at the position = subject to the force F' is approximated
by the distribution function of the total particle system. This approximation,
which is typical of all mean field models, is equivalent to assuming that the
effect of each individual particle is negligible when compared to the collective
effect of the whole particle system. Indeed, all the models considered here are
valid only for systems involving a large number of particles — large enough so
that the methods of statistical mechanics can be applied.

The Vlasov-Poisson model written above is somewhat unrealistic since all
the particles have the same charge ¢, so that the particle system under consid-
eration is not electrically neutral, which is physically irrealistic. In practice, one
considers systems of charged particles of different species, indexed by a € A.
Assuming that the particles of species a have mass g, and mass my, and de-
noting by f, the distribution function of particles of species «, the electrostatic
potential created by the total system of charged particles is

1 falt,y,v)dydv
QS(t’x)_%an//r{BXRB —‘l’—y| .

acA
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The Vlasov-Poisson system for this system of charged particles takes the form

Ocfalt,z,v) + v Vifolt,z,v) — %Vmcﬁ(t,x) Vofalt,z,v) =0, «€ A,

— At z) = EOanpatx
acA

pa(t,x) = fa(t,z,v)dv.
R3

In other words, there is a Vlasov equation for each species of particles, coupled to
a single field equation — the Poisson equation — for the electrostatic potential.
Notice that each Vlasov equation takes the form

Otfo +divy(vfy) — 1= leU(fa +$)=0.

Therefore, if f,, and ¢ are both of class C'! and decay rapidly enough as (z,v) —
00, one has

4 // fa(t,z,v)dzdv = — // div, (vfa)(t, x,v)dzdv
dt J Jr3xrs R3xR3

+ A // divy (fa Vo) (t, z,v)dxdv =0
R3xR3

so that

// fa(t,z,v)dedv = Const., a € A.
R3xR3

In particular, if the particle system is globally neutral at time ¢ = 0, i.e. if

an// Fu(0, 2, v)dady = 0,

a€cA R3xR3

it remains globally neutral for all ¢ > 0, since

an// tzvdxdv—an// fa(0,2,v)daxdv =0.
R3xR3 R3xR3

a€cA acA

There is a variant of the Vlasov-Poisson model that appears in cosmology.
In that case, f(t, z,v) is the distribution function of a system of identical, elec-
trically neutral point particles with mass m. Each particle is subject to the
gravitation force field created by all the other particles. The force exerted on a
particle with mass m at the position x and at time ¢ by a the population of all
the other particles with distribution function f is

F(t,z) = —T'm? // 7ft,y,vdydv7
( rRoxRe |2 —y[? ( )
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where T' is Newton’s gravitation constant. Notice that, at variance with the
case of the electrostatic force, this interaction is attractive.
Arguing as above, this force field is recast as

F(t,z) = mV,®(t, )

where

f(t dyd
O(t, z) I‘m// J(t.y, v)dydv —47rI‘m/ Gz —y)ps(t,y),
R3xR3 |a¢—y| R3

with

pf(tvx) = f(t,z,v)dv,
R3
and where GG denotes as above the fundamental solution of the Laplacian con-
verging to 0 at infinity.
Therefore, the gravitational Vlasov-Poisson system (sometimes referred to
as the “Liouville-Newton system”) takes the form

8tf<tax7 U) s wa(t7 Z, U) + %V:E(I)(ta Z‘) : va(tvxav) =0,

— A®(t,x) = 4nT'mpy(t, z),

pr(t,x) = ft,z,v)dv.

R3

As in the electrostatic case, there are also variants of this model involving
different species of particles with different masses. However, there is obviously
no analogue of the global neutrality condition in this context.

The mathematical theory of the Vlasov-Poisson system is slightly more in-
volved in the gravitational case than in the electrostatic case, because the non-
linearity in the gravitational case is associated to an attractive interaction, pro-
moting mass concentration.

1.3 The Vlasov-Maxwell Model

Charged particles at rest or in motion generate an electric field; charged particles
in motion also generate a magnetic field. When the typical speed of charged
particles in the system under consideration is sufficiently large, the contribution
of the magnetic field to the electromagnetic force must be taken into account.

We recall that the Lorentz force exerted by an electric field E and a magnetic
field B on a particle with charge ¢ located at the position x and moving with a
velocity v at time ¢ is

F(t,z,v) =q(E(t,z) + v x B(t,z)).
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The electromagnetic field (E, B) generated by a system of moving identical
charged particles with electric charge g is governed by the system of Maxwell’s
equations recalled below:

div, B=0, (no magnetic charges)
curl, £ = —-0;B, (Faraday’s equation)
div, E = %qp, (Gauss’ equation)
curl, B = poqj + C%@E, (Ampere’s equation)

In these equations, the constants ¢y and pg are respectively the vacuum permit-
tivity and magnetic permeability, while

1
=
€040

is the speed of light in vacuum. The source terms in the right hand sides of
the Gauss and the Ampere equations are the charge density gp and the current
density qj.

Combining the Gauss and Ampere equations, one finds that

1
O(gqp) + div,(qj) = €00 div, E + AT div,(curl, B — C%@E)
0

1

= 608t diV;E E— >
Hoc

diVm atE =0

which is the local conservation of electric charge. The local conservation of
charge can be viewed as a necessary compatibility condition for p and j to be
the source terms in Maxwell’s system of equations.

In fact, the equation written by Ampere related the magnetic field B created
by an electric current density ¢j in a permanent regime, so that

curly, B = poqj -

Maxwell’s idea is that, in general, one must add to the current density ¢j a
displacement current —egd; F, so that the last equation in Maxwell’s system
takes the form

curl, B = po (qj + €00 F) .

Therefore, the Vlasov-Maxwell system for the particle distribution function
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f = f(t,x,v) and the electromagnetic field (E, B) = (E, B)(t,z) is

8tf+v-wa+%(E+v><B).vvf:o’

div, B=0,
0:B+curl, E=0,
: _ 1
div, F = =apf
C%(%E —curly, B = —poqjy,

Pf=/ fdv,
R3

Jf :/ vfdv.
R3

div, (v x B) = (curl, v) - B = curl,(V,3[v|*) =0,

Observe that

so that the Vlasov equation can be put in the form
O f + divy (vf) = _% div,(E+v x B)f).

Integrating in v both sides of this equality, assuming that f, E and B are of
class C! and that f decays rapidly enough as |v| — oo, we see that

8tpf +diijf =0,

so that the local conservation of charge is a consequence of the Vlasov equation
— as well as of the Maxwell system. In other words, the Vlasov equation implies
the local conservation of charge, which is a necessary compatibility condition to
be satisfied by the charge and current densities in order for the Maxwell system
to have a solution.

On principle, the speed or massive particles should not exceed the speed of
light, but this is not guaranteed in the model above. There is another variant
of the Vlasov-Maxwell system, referred to as the “relativistic Vlasov-Maxwell
system” in which the particle speed is less than the speed of light.

In this model, the particle distribution function is given in terms of the
momentum variable ¢ € R3, instead of the velocity variable v. In other words,
the distribution function f = f(¢,x,&) is the density of particles at the position
r with momentum £ at time ¢. The energy of a particle with mass m and

momentum & is

e(€) = \/m2d + e,
and the corresponding velocity is
c%¢

v() =Vell) = ———.
3 () et 2R
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Observe that |v(§)| < ¢ if m > 0.
With this notation, the relativistic Vlasov-Maxwell system takes the form

Ohf+v(€) Vof +q(E+0(§) x B)-Vef =0,
div, B=0,
OB+ curl, E=0,
: _ 1
dive E = Z-qpf
LOE — curl, B = —poqjy

o= | i
is= [ v,

Here again, the local conservation of charge is a consequence of the Vlasov
equation. Indeed

dive(v(§) x B) = (curlg v(§)) - B = (curle Ve(§)) - B=0.
Therefore, the Vlasov equation takes the form

O f + dive(v(§)f) = —gdive((E +v(§) x B)f)

and, assuming that f, E and B are of class C'! and that f decays rapidly enough
as [¢] — oo, we conclude that

Oupy + divy jp = 0, /R3 fde + div, /R3v(§)fd§:0.

In this case again, one should consider different species of particles, labelled
by a € A, with distribution functions f,. Denoting by m, and ¢, respectively
the mass and electric charge of particles of species «, the relativistic Vlasov-
Maxwell system takes the form

atfoz +'Ua(€) ' va:foc +Qa(E+Ua<§) X B) 'Vﬁfa =0,
div, B=0,
0B +curl, E=0,

div, F = % Z doPa 5

a€cA
S0, F — curly, B = —pg Z Goja s
acA
po= [ ude.
R3

]a:/RSUa(g)faCK)
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where
c2§
Vg + I

Here again, the Vlasov equation implies that

Ua(f) =

Otpa +divy jo =0,

by the same argument as in the single species case. Combining all these identities

shows that
at Z qapPa + le;E Z Q(xja = Oa
acA a€cA

that is the local conservation of charge to be satisfied in order for the Maxwell
system to have a solution. (This verification is left to the reader as an easy
exercise. )

1.4 The Vlasov-Darwin Model

If the typical speed of charged particles is very small when compared to the
speed of light, the Maxwell system of equations reduces to the equations of elec-
trostatics, and the Vlasov-Maxwell system to the much simpler Vlasov-Poisson
system. Unfortunately, magnetic effects disappear in this approximation.

There is however another approximation of the Vlasov-Maxwell system, the
Vlasov-Darwin system, that retains the magnetic part of the particle interaction.
In the Vlasov-Darwin system however, the potential created by each charged
particle is transmitted instantaneously to all the other particles as in the Vlasov-
Poisson model. In other words, the field equation is a Poisson equation, instead
of Maxwell’s system of equations — which is equivalent to a wave equation.

Given an electromagnetic field (E, B), write the Helmholtz decomposition
of the electric field

E = FEs + Eipr with div, Fg, = 0 and curl, F;,., = 0.
The Darwin approximation of electromagnetism is based on the assumption
(HD) |atES()l| < |8tEirr| .

Under this assumption, the Ampere equation in Maxwell’s system takes the
form
curl, B = pogqj + c%atEm«-

In other words, the Darwin system of equations for the electromagnetic field

takes the form
div, B=0,

curl, £ = —-0;B,
div, E = Lqp,
curl, B = uoqj + C%&,Ewr .
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As in the case of the original Maxwell system, using the relation

1
6 = —
0Ho = =5

shows that
1
0y (qp) + div(qj) = €90 div, E + ™ div,(curl, B — 50, E;y)
0
=¢o(0ydivy E — div, 0:E;r) =0,

since
div, F = div, Ejppr .

In other words, the local conservation of charge is verified by p and j also in the
case of the Darwin system. As in the case of the original Maxwell system, the
local conservation of charge is a necessary compatibility condition to be satisfied
by the source terms p and j in the Dariwn system.

Then

—A,B = curl,(curl, B) — V,(div, B)
= curl, (curl, B) = poqcurl, j + c% curly, 0y Fyrr = pogeurly, j .

Going back to the Helmholtz decomposition of the electric field, we first
observe that

—A,Eipr = curly(curl, By ) — Vi (divy By ) = =V (divy Eypy) = —éqva.
On the other hand
—AyEsor = curly(curly Egpr) — Vi (divy Esor)
= curly (curl, Esy) = curl, (curl, (E — Ejppr))
= curl,(curl, F) = — curl, (9, B)
= —0ycurl, B = —1pq0ij — cizafEm

Now
Eir = %QAEIVIP

and the relation %2 = €gpo shows that
C%&,Eirr = uquzAglatp = fuqumAajl divy j.

Here we have used the local conservation of charge in the last equality above.
Therefore

—AyEsor = —0q0:j — C%afEirr = —10q0:(j — va:A;1 div j) .
In the end, the Darwin system can be put in the form

—Ay;B = pogceurly g,
AW DR _éqvxpv
— A, Eooi= 10q0: At curl, (curl, 7).



1.4. THE VLASOV-DARWIN MODEL 13

This formulation of the Darwin system makes it clear that it is an elliptic system

of equations, at variance with the original Maxwell system, which is known to

be hyperbolic. (In fact, the Maxwell system can be reduced to a system of wave

equations, and is a fundamental example of an hyperbolic system of PDEs.)
The Vlasov-Darwin system is therefore

8tf+v-fo+%(E+v><B)~va=07

div, B=0,
curl, ¥ = -0, B,
divy £ = %qpa

curl, B = poqj + C%@Ei” .

As explained in the presentation of the Vlasov-Maxwell system, the Vlasov
equation implies the relation

Opy +divg jr =0
which is a necessary compatibility condition to be satisfied by the source terms

in order for the Darwin system to have a solution, as observed earlier in this
section.
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Chapter 2

Transport Equations

All the kinetic models considered in this course involve transport equations.
Transport equations are linear PDEs of order 1. An important feature of 1st
order PDEs is the method of characteristics, which reduces their study to that
of ODE systems. The present chapter discusses the method of characteristics
for transport equations.

2.1 Transport Equations with Constant Coeffi-
cients

As a warm-up, we first treat the constant coefficient case.
Let v € RM \ {0} be given. The transport equation is

atf‘i"l)'vwf:o,

where the unknown is the function f = f(t,z) € R, defined for all (¢,z) in
R x RV,

Definition 2.1.1 The characteristic curve of the transport operator Oy +v -V
passing through y € RN at time t = 0 is the set

{(t,1(®) [t € R}

where v is the solution of the differential system (systems of characteristics
associated to the transport operator Oy +v - V)

y(t) = v,
7(0) =y.

In the constant coefficient case considered here, one has obviously

v(t)=y+tv

15
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so that the set
{(t.y(t) [t e R} ={(t,y+tv) |t € R}

is the straight line in the affine space RV 1! with direction defined by the vector
(1,v) € RM*! and passing through the point (0,y). (As we shall see later, in
the variable coefficient case, characteristic curves are no longer straight lines in
general, so that the terminology “characteristic curves” is justified.)

The interest of the notion of characteristic curve for solving the free transport
equation is explained by the following observation.

Let f € C'(Ry x RY) be a solution of the free transport equation, and
let v be a solution of the system of characteristics associated to the transport
operator 0; + v - V.. The map t — f(t,7(t)) is of class C! on R, being the
composition of the maps f and t +— (¢,7(t)), which are both of class C*. By
the chain rule

N

L F(0A(0) = AFEAM) + D e 10360
k=1
N
= 0 f (6,7 (1) + Y vk, (1, 7(1))
k=1

= (uf +v-Vof)(t.y(1) = 0.

Therefore
f(t,y(t)) = Const.

In other words, each C'! solution of the free transport equation is constant along
all characteristic curves of the transport operator 0; + v - V. This observation
leads to the following existence and uniqueness theorem.

Theorem 2.1.2 For each f™ € C*(RY), the Cauchy problem for the transport
equation
{atf(t,z) +v-Vof(t,z) =0, ze€RY, t>0,

F(0,2) = f(x),

has a unique solution f € C* (R, x RN). This solution is given by the explicit
formula
flt,z) = f"(z —tv), zeRN, t>0.

Proof. Following the argument before Theorem 2.1.2, if f € C*(Ry x RV) is
a solution of the free transport equation above, then the map ¢t — f(t,y + tv)
is constant on R for each y € RY. Therefore

f(t,y+tv) = f(0,9) = f"(y) forally e RN andt>0.
With the substitution = y 4 tv, i.e. y =z — tv, one finds that

flt,x) = f"(x —tv), zeRN, t>0.
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This proves the uniqueness part of the theorem.
Conversely, consider the function

f:RxRY 3 (t,x) = fi"(x —tv) €R.

This function is of class C!' on R x RN, being the composition of f* and
(t,z) — x — tv which are both of class C'. By the chain rule

Oif(t,x) = Vf™(x —tv)-(—v), and V. f(t,z)=Vf"(x—tv),

so that
of(t,x)+v-Vuf(t,z)=0, zcRN, tcR.

On the other hand, the initial condition f | 0 = f™ is an obvious consequence

of the explicit formula giving f in terms of f**. This proves the existence part
of the theorem. m

Exercise 2.1 Let a € C1(Ry x RM), S € C*(R;y x RY) and fi" € CHRN).
Solve the Cauchy problem for the transport equation with amplification or damp-
ing rate a and source S:

{3tf(ta$)+’0'sz(tvﬂf)Jra(t’x)f(t,x) =5S(t,z), zeRY, t>0,
f(0,$) = fln(x)

Prove the existence and uniqueness of a solution f € C*(Ry x RY), that is
given by the explicit formula

¢
f(t,x) = fi"(x — tv) exp (—/ a(s, v+ sv)ds)
0
+ /0 S(s,x —tv + sv) exp </S a(T, xv + Tv)dT) ds,

for allz € RN andt > 0.

2.2 Transport Equations with Variable Coeffi-
cients

Let V =V(t,z) € RY be a time dependent vector field defined on [0,7] x RY
for some T' > 0. We are concerned with the Cauchy problem

{&f(t,:v)—i—\/(t,x)-wa(t,x) =0, zeRN,0<t<T,
f(O,l‘) = fm(x)a

where fi" = f"(z) € R is given while f = f(t,2) € R is the unknown.
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We shall assume that the vector field V' satisfies the following conditions:
first, each component V; of the vector field V' has partial derivatives with respect
to the variables z; for j =1,..., N, and

(H1) VvV ec(o,T] x RY;RY) and V,V € C([0,T] x RY; My(R)).
Moreover, we assume that there exists x > 0 such that
[V (t,2)] < k(1 +|z]) forall (t,z) € [0,T] x RN .
Definition 2.2.1 Let v be the solution of the differential system
{w@zvmwm
y(t)==x.

The set
{(s,7(s))[s € [0,T]}

is called the characteristic curve of the transport operator 0;+V (t, z)-V, passing
through = at time s = t.

The method of characteristics for the transport equation with variable coef-
ficients is split in two steps:

(a) defining the flow associated to the ODE system of characteristic curves;
(b) using this flow to solve the transport equation.

2.2.1 The Characteristic Flow

The existence, uniqueness and regularity of the solution of the differential system
of characteristics is summarized in the following statement.

Theorem 2.2.2 Assume that the vector field V' satisfies the conditions (HI)-
(H2). Then, for each t € [0,T] and each x € RY, the ODE system

Y(s) = V(s,7(s))

V() ==.

has a unique solution s — ~(s) that is of class C' on [0,T].
This solution is henceforth denoted by

v(s) =: X(s,t,x).

The map X satisfies the following properties
(a) X € C1([0,7] x [0, 7] x R¥; RV);
(b) the cross partial derivatives 050, X (s,t,x) and 0,;0,X (s,t,x) exist for all
(s,t,2) € [0,T) x [0,T) x RN and all j =1,...,N, and for all j =1,..., N,

0502, X (s,t,x) = 0,,0: X (s,t,x)  for all (s,t,x) € [0,T] x [0,T] x RV .
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Besides 0;0,,X € C([0,T] x [0,T] x RN;RYN);
(c) finally, if V satisfies the additional condition
(H3) VeC*([0,T] x RM;RY)  and V,V € C*([0,T] x RY; My(R)),
for some k > 1, then one has

X € C*([0,T]) x [0,T] x RV;RY) .

Proof. Since V satisfies the condition (H1), it satisfies the assumptions of the
Cauchy-Lipschitz theorem. Therefore, the differential system of characteristics
has a unique C' maximal solution 7 that is defined on some open interval
I(t,x) C [0,T] such that t € I(t,x).

For all s € I(t,x), one has

()] <[] +

/t 1V (r,(r))dr

<l +x

/t "1+ )

so that, by Gronwall’s inequality
V()| < (Je| + KT)e", s € I(t,x).
Thus

sup |y(s)| < oo, and therefore I(t,z) =[0,T].
sel(t,x)

Properties (a) and (b) of the map X follow from the differentiability prop-
erties of the solution of a differential equation with respect to the initial data or
the parameters in the equation. Property (c) is obtained by applying properties
(a) and (b) to any partial derivative of order k of X, i.e. 0 X witha € NNV+1
and o] = k. m

As suggested by the proof above, assumption (H2) is essential so that the
differential system of characteristics has global solutions. If the vector field V'
fails to satisfy (H2), it may happen that the characteristic curves are not defined
on the same time interval, as shown by the following exercise.

Exercise 2.2 Pick N = 1 and set V (t,z) := 2. Prove that the Cauchy problem
for the Riccati equation
{ ¥(s) =(s)”,

V() ==,
has a unique maximal solution, given by the formula

xT

(s) = 1—(s—t)x

for
1
s<t+ — ifx >0
T

1
s>+ — ifx <0
x
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As explained in the proof of Theorem 2.1.2, in the constant coefficient case,
solving the transport equation by the method of characteristics involves the
substitution (change of variables) v(0) — ~(¢). While this substitution is trivial
in the constant coefficient case, its analogue in the variable coefficient case is
not, and is based on the following theorem.

Theorem 2.2.3 Assume that the vector field V' satisfies the conditions (H1)
and (H2). Then

(a) the map X satisfies the flow property:

X(tg,tQ,X(tQ,tl,I)) = X(tg,tl,l') fO?” all x € RN and t1,ta,t3 € [O,T] ;
(b) for each s,t € [0,T], the map RN > z — X(s,t,x) € RY, denoted by
X (s,t,-), is a C*-diffeomorphism of RN onto itself;

(c) set J(s,t,x) = det(D,X(s,t,x)); then J is the solution of the Cauchy
problem

D5 J(s,t,2) = div, V(s, X (s,t,2))J (s, t,2), xRN, stec[0,T],
J(t,t,x) =1,

(d) for each s,t € [0,T), the diffeomorphism X (s,t,-) is orientation preserving.
Moreover, if

div, V(t,z) =0 for allz € RN and t € [0,T],

then the diffeomorphism X (s,t,-) leaves the Lebesgue measure £~ of RN in-
variant. In other words, for each ¢ € C.(RY), one has

d(X (s, t,x))dx = ¢(x)dx,  forall s,t €[0,T].
RN RN

Proof. By definition of the map X, observe that both maps
t3 = X(ts,t2, X(t2,t1,7))

and
t3 — X(t3,t1,.’)§)

are integral curves of the vector field V passing through X (to, t1, ) for t3 = t.
Since V satisfies the assumptions of the Cauchy-Lipschitz theorem because of
the condition (H1), there exists at most one solution of the Cauchy problem
for the differential system defined by the vector field V', so that both integral
curves above must coincide. This proves (a).

Statement (a) implies that

X(t,s,-)o X(s,t,") =X(s,t,-) 0 X(t,s,) =idgn

for each s,t € [0,T1], so that X(s,t,-) is one-to-one and onto. Since X(s,t,-) €
CLRY;RY) for all s,t € [0,7] by statement (a) in Theorem 2.2.2, we con-
clude that X(s,t,-) is a C!-diffeomorphism from RY to R”, with inverse
X(s,t,-)"1 = X(t,s,-). This proves (b).
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By statements (a) and (b) of Theorem 2.2.2,
0sD, X = D,0,X € C([0,T] x [0,T] x RY; My (R))

and
0sJ (s,t,x) = 05 det(Dy X (s,, )

= det(D, X (s,t,z)) trace(D, X (s,t,2) 0, D, X (s,1,2)).
(Indeed, we recall the classical formula
(Ddet)(A) - B = det(A)trace(A™'B),

for all Ae GLN(C) and B € My(C).) Thus
0sJ(s,t,x) = Os det(Dy X (s,t,x)
= J(s,t,z) trace(D, X (s,t, ) ' D,0s X (5,1, 2)
= J(s,t,x) trace(D, X (s,t,7) ' D, (V (s, X (s,t,7)))
J(s,t,x)trace(D, X (s,t,2) (D, V)(s, X (5,t,2)) Dy X (s, t, 1)
J(s,t,x) trace((D, V) (s, X (s,t,2)) Dy X (s,t,2) Dy X (5,t, )
= J(s,t,xz)trace((D,V)(s, X (s,t,x))
= J(s,t,x)div, V(s, X(s,t,2)),

)
)
)
)
)
)
)
)

since trace(AB) = trace(BA) for all A, B € My(R). Finally X (¢,t,2) = x so
that D, X(t,t,z) = I. Therefore J(t,t,x) = 1, and this completes the proof of

(c).

By statement (c), one has

J(s,t,x) = exp (/ div,, V(T,X(T,t,x))dr) >0,
¢

so that the diffeomorphism X (s,¢,-) preserves the orientation. Besides
div, V=0= J(s,t,z) = 1 for all 5, € [0,T] and = € R .

In this case, the diffeomorphism X (s,t,-) preserves the Lebesgue measure £~
on RY, by the usual change of variables formula. m

2.2.2 Solving the Transport Equation

With the properties of the flow X associated to the vector field V' obtained in the
previous section, we can state our main result on the solution of the transport
equation.

Theorem 2.2.4 Assume that the vector field V' satisfies the conditions (H1)
and (H2), and let f™ € C*(RYN). Then the Cauchy problem for the transport
equation

{8tf(t,:c)+V(t,x)~me(t,x) =0, zeRY,0<t<T,
f(0,2) = [ (x),



22 CHAPTER 2. TRANSPORT EQUATIONS

has a unique solution f € C1([0,T] x RY). This solution is given by the formula
ft,x) = f"(X(0,t,x)), forallte[0,T] and x € RN .

Proof. The proof of this result closely follows the argument for the constant
coefficients case.

Step 1: uniqueness. If f € C(R; x RY), the map
[0,T] >t~ f(t,X(t,0,y)) € R is of class C*

being the composition of the C! maps f and X(,0,y). By the chain rule

if(t, X(t,0,y)) = 0:f(t, X(t,0,9)) + Vo f(t, X(¢,0,y)) - 0s X (t,0,y)

dt
= atf(t7 X(tv 0, y)) + va:f(ta X(t> 0, y)) ’ V(t’ X(t7 0, y))
— (DS +V V) X (2,0,5) = 0.

Therefore the map ¢t — f(¢, X (¢,0,y)) is constant on [0, 7], so that

f(t7X(taO?y)) = f(07y) = fln<y) :

Next we set
x:=X(t0,y), sothaty= X(0,t )

by statement (b) in Theorem 2.2.3. Thus
ft,z) = f™(X(0,t,x)), foreach (t,z) € [0,T] x RN .

Step 2: existence. First, we check that the formula

f<t7x) = fm<X(07t7x))

defines an element of C*([0, 7] x RY). Indeed, the function f so defined is the
composition of the maps f* and (¢,z) — X (0,t,z) which are both of class C!
— see statement (a) in Theorem 2.2.2.

Obviously this function satisfies f | . fin.

It remains to prove that the formula above defines a solution of the transport
equation. This is much less obvious than in the constant coefficient case. The
key observation is the following lemma.

Lemma 2.2.5 One has
XX (s, t,x) + (V(t,z) - Vo) X(s,t,x) =0, xRN, 5te(0,T).

Taking Lemma 2.2.5 for granted, consider the inner product of each side of
the identity above with V fi*(X(0,¢,z)). Observe that, by the chain rule

VFm(X(0,t,2)) - 0:X(0,t,2) = 0 (f™(X(0,t,2))),
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while
Vm(X(0,t,2)) - (V(t,z) V) X(0,t,)
= (df"™(X(0,t,)), D X(0,t, )V (t,z))
= D, (f™(X(0,t,2))V (¢, )
=V(t,z)- V. (f™(X(0,t,2))).
Hence

(at + V(t7 :L‘) . Va:)(fm(X(Ov t’ x)))
= Vf™(X(0,t,2)) - (0:X(0,t,2) + (V(t,x) - V) X(0,t,2) = 0.

(In fact, one could also deduce the first equality above directly from the chain
rule, by considering (0, +V (¢, z)- V) as a first order linear differential operator,
i.e. the derivation along the vector field (1,V(t,z)) € RN*1) m

Proof of Lemma 2.2.5. Start from the flow property in statement (a) of
Theorem 2.2.3:

X(t3at27X(t2,t1,w)) = X(t37t17x)

and differentiate both sides of this identity with respect to the variable ¢5. Since
the right hand side is independent of o, one finds that

0y X (t3,t2, X (to,t1,2)) + D X (t3,t2, X (t2,t1,2))0s X (t2, 11, )
= atX(tg,tQ,X(t27t1,l‘)) + D$X(t37t2,X(t27t17.7j))V(t2, X(tg,tl, 3?)) =0.

Set to = t; =t and t3 = s in the identity above leads to
X (s,t,x) + Dy X(s,t,2)V(t,x) =0,

which is precisely the desired equality. =

2.3 Conservative Transport and Weak Solutions

We first recall the notion of transportation of measures.
Definition 2.3.1 Let (X, A) and (Y, B) be measurable spaces (meaning that A

and B are o-algebras of subsets of X andY respectively). Let T : X =Y be an
(A, B)-measurable map, and let p1 be a positive measure on (X, A). The formula

defines a positive measure on (Y, B), denoted
v=T#p,

and referred to as “the push-forward of the measure p under the map T”.



24 CHAPTER 2. TRANSPORT EQUATIONS

The definition of v = T#p can be equivalently recast as follows:

/Y 15()v(dy) = /X Lpms gy (@) () = /X 15(T () ()

since

]_T—l(B) = 13 oT.

This formula is easily generalized in the next proposition.

Proposition 2.3.2 Let (X, A) and (Y, B) be measurable spaces, let T : X —Y
be an (A, B)-measurable map, and let p be a positive measure on (X, A). Set
v:=T#u. Then

e LNYV,v) = ¢oT € LM (X, p)

and

/ S(y)(dy) = / (T () u(de) .
Y X

Proof. We already know that the sought formula is true whenever ¢ = 1g with
B € B. By linearity, it is also true whenever ¢ is a linear combination of finitely
many indicator functions of the form 1p, for ¢ = 1,..., N. By density of the
linear span of integrable indicator functions in L(Y,v), the formula holds for
allp € LY(Y,v). m

Exercise 2.3 Let f € LY(RY) satisfy f > 0 a.e. on RN, and T : RY —
RY be a C'-diffeomorphism. Compute the push-forward measure T#(fLN).
(Answer: f o T7|det(DT o T~Y)|71.¥N. Hint: use the change-of-variables
formula.)

In the sequel, we shall often need the notion of “weak solution” of 1st order
PDEs equations. The notion of weak solution of a PDE is most easily defined
within the theory of distributions. However, in the case of 1st order PDEs,
and especially in the context of statistical mechanics, it is most convenient to
consider weak solutions that are measures, instead of more general distributions.
One reason for this is that the solutions or 1st order PDEs that we are interested
in are distributions functions of particles systems, which are nonnegative by
definition. Since a positive distribution is of order 0, and thus is identified
with a Radon measure (see for instance Theorem 3.2.11 in [6]), solutions of
Liouville type equations of physical interest in statistical mechanics cannot be
more singular than positive measures.

Definition 2.3.3 Let V € C([0,7] x RY), and let '™ € M(RY). A weak
solution of the Cauchy problem for the conservative transport equation

{ O + div, (uV) =0,

g =n",
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is an element of p oft C([0,T);w — M(RY)) that satisfies the initial condition
and the equality

T
/0 [R (00(t,2) + V(t,2) - Vo (t,0)alt, de)dt = 0
for each ¢ € C1((0,T) x RN).

This notion of weak solution and the classical notion of solution are related
as follows.

Proposition 2.3.4 Let f € C1([0,T] x RY). Then
Oif +dive(fV) =0 on [0,T] x RN

if and only if

T
/0 /RN (0¢d(t, ) + V(t,x) - Voo(t,x)) f(t,x)dxdt = 0

for each ¢ € C1((0,T) x RN).
Proof. Consider the vector field

W (t,x) = (¢f, 0fV)(t,x)

defined on [0, T] x R with values in R x RY. By construction, W € CL((0,T) x
RY;R x R"), so that, by Green’s formula applied in the domain (0,7) x R",
one has

0= //(O}T)XRN divt,z(fqi), fgbV) (t, x)d:rdt
_ / / (O, 2) + V(1 7) - Vao(t, 7)) f(t, x)dwdt
(0, T)xRN
+ / / St 2)@uf(t,7) + V(E, @) - Vo f(t, 2))dudt .
(0,T) xRN
Therefore
/ / (0(t,2) + V(t,2) - Voo (t, 2)) f (¢, 2)ddt
(0,T)xRN

_ // (1, )0 (¢, 7) + diva (F(t, 2)V (£, 2)))ddt
(0,T)xRN

IThe notation w — M(RM) designates the set of Radon measures on R" equipped with
its weak topology, i.e. the topology defined by the family of seminorms

Co®Y) 5 6 ] [ st@ntas)]
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for each ¢ € C1((0,T) x RY).

Thus, if the integral on the left hand side of the inequality above is 0 for all
¢ € CH(0,T) x RY), we conclude that the continuous function 0, f + div,(fV)
satisfies

// o(t, ) (D, f (¢, 2) + dive (F(t, 2)V(t,2)))dzdt = 0
(0, T)xRN

for each ¢ € C1((0,7) x RY), so that
Oif +dive(fV)=0 on (0,T) x RV.
Conversely, if 9; f + div,(fV) = 0 on (0,T) x R, the integral on the right
hand side is zero for all ¢ € C1((0,T) x RY), so that
J[ (@olta) 4 V(ta) V(e o)t a)dudt =0
(0,T)xRN

for each ¢ € C}((0,T) x R"), which means precisely that f is a weak solution
of the transport equation above in (0,7) x RV. =

Notice that we consider here the 1st order PDE
O + div, (V) =0,

instead of
O+ V -Veu=0

as in the previous section. The former PDE is referred to as being “in conser-
vative form” for reasons that will be explained below.

Theorem 2.3.5 Let V =V (t,z) € RN satisfy assumptions (H1)-(H2), and let
pit € MH(RYN) (the set of positive Radon measures on RN ). Then the Cauchy
problem

wm

{atu—&—divm(mf) =0,
g =n",

has a unique weak solution . This weak solution is given by the formula
u(t) = X(t,0, )#uzn . tel[0,T].

In particular, u(t) € MHT(RN) for allt € [0,T], and if u'™™ is a bounded measure,
then u(t) is a bounded measure for all t € [0,T] and one has

| utedo) = [ yimias).

Proof. As in the proof of Theorem 2.2.4, we split the proof in two steps.
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Step 1: existence. Let ¢ = ¢(t,x) be an element of CL((0;T) x RY); by state-
ment (a) in Theorem 2.2.2, the function

e [ o(t, X (t,0,y))u"(dy)

is of class C' on [0, T]. Denoting u(t) := X (¢,0,)#u", one has
G || ot X0 )
= [ Ot X(0.8.9) + V(4 X(0.0.9)) - DX (1.0, ()
= [ (Ot X0, + 00 X(4,0.9)) - V(0. X(0,0.9))™ ()
= [ 0blt.0) + Vi) Vot da).

after substituting = to X (0,¢,y). Integrating both sides of the equality above
with respect to the variable ¢, one finds that

t=T

0= { as(t,X(t,o,y))m”(dy)}
RN t=0

-/ ' (4 [, ot X w0 @) ar

dt Jrun
T
- /o /RN (Oed(t, ) + V(t, 2) - VP(t, 2))u(t, dz)dt

so that u is a weak solution of the conservative transport equation. Since it
obviously satisfies the initial condition, p is a weak solution of the Cauchy
problem.
Step 2: uniqueness. Let p be a weak solution of the Cauchy problem, and let
e CHRYN). Set

v(t) = X (0.8, )#u(t).

We compute

d . /
0 e (x)v(t,dx) in D'((0,T)).

Let x € C°((0,T)); then
v ( [ vemtan)a=- [* [ vosxosmutaa.

By Theorem 2.2.4, we already know that the map (t,2) — ¥(X(0,t,y) is of
class C1 on [0, 7] x RN and satisfies

(O +V(t,z) - Vu)(X(0,t,2)) =0, forall (t,2) €[0,T] x RN .
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Consider then the function ¥ defined by the formula ¥(t,y) = x(t)¥(X(0,t,));
obviously ¥ € C1([0,7] x RV) and

O+ V(ty) - Vy)¥(ty) =X &)(X(0,ty)), forall (t,y) €[0,T] x RY.

If we knew that supp(¥) is compact in (0,7") x R™, we would conclude that

_ /OT () ( -, (z)v(t, d:c)) dt
. / ' /R @+ V(1) V)Wt y)plt, dy)ie =0,

since p is a weak solution of the transport equation.Therefore, the continuous
function

0, T2t~ P(x)v(t, dx)
RN
satisfies
4 (z)v(t,dz) = 0 in D'((0,T)).
dt RN

This function is therefore a constant on [0, 7] so that

(@)v(t de) = | (x)v(0,dr) = (2)u(0,dz) = | p(x)u™(d).
RN RN

RN RN

Since this identity holds for each ¢ € C}(RY), we conclude that
v(t) = X (0t )#u(t) = u™,

so that
/J/(t) = X(t, 07 )#/’[’ln ) for all ¢ € [07T] .

It remains to prove that supp(¥) is compact in (0,7) x RY. As already
observed in the proof of Theorem 2.2.2, the condition (H2) on the vector field
V implies that

I X (s,t,9)] < (ly| + kT)e",  for all y € RY and s,t,€ [0,T].
Thus
supp(v) C B(0, R) = supp(t 0 X(0,1,-)) € B(0, (R + £T)e")

for all ¢t € [0,T]. Since x has support in [e, T — €] for some ¢ > 0, we conclude
that

supp(¥) C [e,T — €] x B(0, (R + xT)e"T),
which concludes the proof. m

Finally, we specialize Theorem 2.3.5 to the case of C'! initial data.
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Theorem 2.3.6 Let V = V(t,x) € RY satisfy assumptions (H1), (H2) and
(H3) with k = 1, and let f" € CY(RYN). Then the Cauchy problem

O f(t,x) + divy (f(t,z)V(t,2)) =0,
{ fliog= 1"
has a unique solution f € C1([0, T]x RN). This solution is given by the formula
ft,z) = fi"(X(0,t,2))J(0,t,x), (t,z) € [0,T] x RV,

In particular, f(t,-) € L*RYN) for all t € [0,T] if f € LY(RY), and one has
ft, x)dx = f(z)dz .
RN RN
Proof. As above, the proof is split in two steps.

Step 1: uniqueness
Since the equation is linear, the uniqueness of the solution reduces to the
following statement: let g € C*([0,7] x RY) satisfy

{ Dgf(t,z) + divy(g(t,2)V(t,x)) =0,
9’t:0 =0.

Then g = 0.
Expanding the second term on the left hand side of the transport equation,
one has
Oy +V(t,x) Vai)g(t,x) = —g(t,z)div, V (¢, x).

Let (s,t,y) — X(s,t,y) be the characteristic flow of the transport operator
O+ V(t,z) -V, above. The function defined as follows

(0,7) x RN 3 (t,y) = g(t, X(£,0,y))
is of class C' and satisfies
d
%g(ta X(tv 0, y)) = (atg +V. vwg)<t’ X(ta 0, y)
= _g(tv X(t7 0, y))(divw V) (ta X(tv 0, y)) )
9|t:0 =0.

This is a linear ODE with variable amplification or damping rate, and one checks
easily that implies that

g(t,X(t,0,9)) =0, 0<t<TandyecRN.
Since X (t,0,) is a C*-diffeomorphism for all ¢ € [0,T], we conclude that

g(t,x) =0, forallz € R and all t € [0,7T].
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This proves the uniqueness of the solution.
Step 2: Conversely, split £ as follows:

= = g, with £t = VT (P and S5 i= S0 - f
By Theorem 2.3.5, the transported measures
pa(t) = X(4,0,)#(f"2)  and pa(t) = X (2,0, )#(f"2")
are both weak solutions of the transport equation in conservation form
O+ divy(uV) =0,

with the initial data prescribed above. By linearity of this equation, the signed
measure-valued function ¢ — p1(t) — p2(t) that is defined for all ¢ € [0,7]
satisfies

{ By — p2) + divy (1 — p2)V) = 0,
(11(0) = p2(0)) = £
On the other hand,

pa(t) = X(,0,)# (fm hit, )
with fi(t,2) = (X(O ‘) x))J( ),

pa(t) = X(t,O,o)#( 3 LN = folt, )L
with folt, ) = fi"(X(0,,2))J(0,,2)

and this gives the formula for f = f1 — f.

Together with assumption (H3) on V' with k& = 1, these formulas show that
feC(o,T] x RM).

So far, we only know that f(t,-)#" is a weak solution of the conservative
transport equation and that its is given by the formula above. Since we already
know that f € C*([0, 7] x RY), we conclude from Proposition 2.3.4 that f is a
classical solution of the conservative transport equation. m



Chapter 3

From Particle Systems to
Mean Field PDEs

3.1 A general formalism for mean field limits in
classical mechanics

We first introduce a formalism for mean field limits in classical mechanics that
encompasses all the examples discussed above.

Consider a system of N particles, whose state at time ¢ is defined by phase
space coordinates 1 (t),..., 2y (t) € RY. For instance, z; is the position z; of
the jth vortex center in the case of the two dimensional Euler equations for
incompressible fluids, and the phase space dimension is d = 2. In the case of
the Vlasov-Poisson system, the phase space is R? x R3 ~ RS, so that d = 6,
and z; = (x;,v;), where ; and v; are respectively the position and the velocity
of the jth particle.

The interaction between the ith and the jth particle is given by K(2;, 2;),
where

K:R*xR?— R4

is a map whose properties will be discussed below.
The evolution of 21(t),...,2n(t) € R? is governed by the system of ODEs

N

dz; . . .

dt (t): § K(Zi(t)vzj(t))7 ,j=1,...,N.
=1
Gt

Problem: to describe the behavior of 21 (t), ..., 2x(t) € R? in the large N limit
and in some appropriate time scale.

First we need to rescale the time variable, and introduce a new time variable
t so that, in new time scale, the action on any one of the IV particles due to the

31
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N — 1 other particles is of order 1 as N — +o00. In other words, the new time
variable ¢ is chosen so that

d3:
%zO(l) foreachi=1,...,N as N — oc0.

The action on the ith particle of the N — 1 other particles is

N
ZK(éia ’2]) y
j=1

J#i

and it obviously contains N — 1 terms of order 1 (assuming each term K (Z;, Z;)
to be of order 1, for instance). Set t = ¢/N, then

d£ - N — 1y %] ) *
J#i

From now on, we drop hats on all variables and consider as our starting
point the rescaled problem

1 N
Zi(t) = NZK(zi(t),zj(t)), i=1,...,N.

J#i

At this point, we introduce an important assumption on the interaction
kernel: the action of the jth particle on the ith particle must exactly balance
the action of the ith particle on the jth particle. When the interaction is a
force, this is precisely Newton’s third law of mechanics. Thus we assume that
the interaction kernel satisfies

K(z,7)=-K(¢,2), 2,2 € R,

We have assumed here that the interaction kernel K is defined on the whole
R? x R? space; in particular, the condition above implies that K vanishes
identically on the diagonal, i.e.

K(z,2)=0, zeRe.
Hence the restriction j # ¢ can be removed in the summation that appears

on the right hand side of the ODEs governing the N-particle dynamics: since
K(z(t),zi(t)) =0for all i =1,..., N, one has

1 N
G = ZK(zi(t),zj(t)) i=1,...,N.
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At this point, we can explain the key idea in the mean field limit: if the
points z;(t) for j = 1,..., N are “distributed at time ¢ under the probability
measure f(¢,dz)” in the large N limit, then, one expects that

N
1
=Y K(z(t),z(t) = | K(z(t),2) f(t,d2) as N — +00.
N = R4

This suggests replacing the N-particle system of differential equations with the
single differential equation

) = [ K((8),2)f(td).
Rd
Here f(t,dz) is unknown, as is z(t), so that it seems that this single differential
equation is insufficient to determine both these unknowns.
But one recognizes in the equality above the equation of characteristics for
the mean field PDE
Ouf + div. (fKf) = 0,

where the notation I designates the integral operator defined by the formula

Kf(t,z):= K(z,2')f(t,d2").
Rd
Now, this is a single PDE (in fact an integro-differential equation) for the single
unknown f.
A priori f is a time dependent Borel probability measure on R?, so that
the mean field PDE is to be understood in the sense of distributions on R¢. In
other words,

d

G | otirea = | Kres) Vo sea)

for each test function! ¢ € C}(R?).

A very important mathematical object in the mathematical theory of the
mean field limit is the empirical measure, which is defined below.

Definition 3.1.1 To each N-tuple Zn = (z1,...,2n) € (RN ~ RN one
associates its empirical measure

1 N
KHzZy = N 2621‘ :
j=1

IFor each topological space X and each finite dimensional vector space E on R, we denote
by Cy(X, E) the set of continuous functions defined on X with values in E that are bounded
on X. For each n,k > 1, we denote by C’{f(R”, E) the set of functions of class C* defined on
R™ with values in F all of whose partial derivatives are bounded on R™: for each norm |- |g
on FE, one has

CER"™, E):= {f € C*(R",E) s.t. sup |9*f(z)|g < oo for each @ € N"}.
zeR™

We also denote Cy(X) := Cp,(X, R) and CF(R") := CF(R™, R).
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The empirical measure of a N-tuple Zy € (R?)" is a Borel probability
measure on R?. As we shall see in the next section, the N-tuple

t— Zn(t) = (z1(t),...,2n(t))

is a solution of the N-particle ODE system
1 X
Zi(t) = Nle(zi(t)7zj(t)), i=1,...,N
=

if and only if the empirical measure 1z, ;) is a solution of the mean field PDE
Oz () + diva(pzy mKpzy ) = 0.

We conclude this section with a few exercises where the reader can verify that
the formalism introduced here encompasses the two main examples of mean-
field theories presented above, i.e. the two dimensional Euler equation and the
Vlasov-Poisson system.

Exercise:
1) Compute Aln |z| in the sense of distributions on R? (answer: 27dp).
2) Define

1 J(x—2)

K(z,2') := —5 PR

2
x#a €R?,

.

where J designates the rotation of an angle —3

7= (400)

For each w = w(t, x) belonging to C} (R4 x R?) such that supp(w(t,)) is com-
pact for each ¢t > 0, prove that the vector field v defined by

u(t,x) := K(z, 2" w(z")dz'
R?2
is of class C}} on R4 x R? and satisfies
divyu(t,z) =0, divy(Ju)(t,z) = w(t,z).

3) Conclude that the two dimensional Euler equation for incompressible fluids
can be put in the formalism described in the present section, except for the fact
that the interaction kernel K is singular on the diagonal of R? x R2.

Exercise: Let (f,¢) be a solution of the Vlasov-Poisson system such that
feC>=Ry xR3x R?) and ¢ € C®°(R,; x R?), while (z,v) — f(t,7,v) and
x + ¢(t,r) belong to S(R? x R?) and S(R3) respectively. Assume further that

// f0,z,v)dedv =1, and // vf(0,z,v)dzdv =0.
R3xR3 R3xR3
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1) Prove that

// ft,z,v)dedv=1 and // vf(t,z,v)dedv=0 forallt>0.
R3xR3 R3xR3

2) Set z = (z,v) and
2 x—1
K(Z,Z/) = K(.Z',U,Qj/”l}/) = (U — 1}/’ 471_‘16[)771:1;_:1:/|3> .
Prove that
// K(z,v,2',v") f(t,2',v")dz'dv = (v, — LV, 6(t, 7)),
R3xR3

where

—Ab(te) =L [ty v)dv.

€0 JR3

3) Conclude that the Vlasov-Poisson system can be put in the formalism de-
scribed in the present section, except for the fact that the interaction kernel K
is singular on the set {(z,v,2/,v") € (R*)* s.t. = = 2'}.

3.2 The mean field characteristic flow

Henceforth we assume that the interaction kernel K : R x R% — R satisfies
the following assumptions.
First K is skew-symmetric:

(HK1) K(z,7)=—-K(z,z) forall z,2/ € R%.

Besides, K € C'(R? x R% RY), with bounded partial derivatives of order 1.
In other words, there exists a constant L > 0 such that

(HK2) sup |V.K(z,2')| <L, and sup |V, K(z,2')|<L.
z’eRd z€RA

Applying the mean value theorem shows that assumption (HK2) implies that
K is Lipschitz continuous in z uniformly in z’ (and conversely):

sup |K(z21,2")—K(z2,2")| < L|z1 — 23],
z’€R4

sup | K(z,21) — K(z,22)| < L|z1 — 22].
zeR4

Assumption (HK2) also implies that K grows at most linearly at infinity:

|K(2,2)| < L(|2| + |#]), =22 €R?.
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Notice also that the integral operator K can be extended to the set of Borel
probability measures? on R? with finite moment of order 1, i.e.

P (RY) := {p € P(RY) s.t. /R |z|p(dz) < oo} :

in the obvious manner, i.e.
Kp(z) := K(z,2)p(dz").
Rd

The extended operator K so defined maps P; (R?) into the class Lip(R%; RY) of
Lipschitz continuous vector fields on R¢.

With the assumptions above, one easily arrives at the existence and unique-
ness theory for the N-body ODE system.

Theorem 3.2.1 Assume that the interaction kernel K € C1(R? x R4 R%)
satisfies assumptions (HK1-HK2). Then

a) for each N > 1 and each N-tuple Z = (2{",...,2%), the Cauchy problem
for the N-particle ODE system

1 N
z’i(t)ZNZK(zi(t),zj(t)), i=1,...,N,

z;(0) = 2im

(]
has a unique solution of class C* on R

ts Zn(t) = (21(),. .., 28 (1) = T2

b) the empirical measure f(t,dz) := pr, zin s a weak solution of the Cauchy
problem for the mean field PDE

o f +div.(fKf) =0,
f‘t:() _ fin.

Statement a) follows from the Cauchy-Lipschitz theorem. Statement b) fol-

lows from the method of characteristics for the transport equation. For the sake

of being complete, we sketch the main steps in the proof of statement b), and
leave the details as an exercise to be treated by the reader.

Exercise: Let b = b(t,y) € C([0,7]); R?) be such that D,b € C([0,7]; R%) and
(H) b(t,y)| < w(1+ |y[)

for all t € [0, 7] and y € R, where & is a positive constant.

2Henceforth, the set of Borel probability measures on R® will be denoted by P(R4).
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1) Prove that, for each ¢ € [0, 7], the Cauchy problem for the ODE

Y(s) =b(s,Y(s)),
Y(t)=y,

has a unique solution s — Y'(s,t,y). What is the maximal domain of definition

of this solution? What is the regularity of the map Y viewed as a function of

the 3 variables s,t,y?

2) What is the role of assumption (H)?
3) Prove that, for each t,ts,t3 € [0,7] and y € RY, one has

Y (ts, t2, Y (ta,t1,y)) = Y(t3,t1,9) -

4) Compute
OY (s,t,y) +b(t,y) - VY (s, t,y).

5) Let £ € C*(RY). Prove that the Cauchy problem for the transport equation

{E%f(t,y) +b(t,y) - Vyf(t,y) =0,
flieo =17,

has a unique solution f € C*(]0, 7] x R?), and that this solution is given by the
formula

f(t7 y) = fln(Y(O’ L, y)) .
6) Let 1™ be a Borel probability measure on R?. Prove that the push-forward
measure? A
p(t) =Y (t,0,)#u™

is a weak solution of

in

{ Opr + divy (ub) =0,

oy = n
Hint: for ¢ € C}(R%), compute
d in
Rd

7) Prove that the unique weak solution? u € C([0, 7], w — P(R%)) of the Cauchy
problem considered in 6) is the push-forward measure defined by the formula

w(t) :== Y (t,0,-)#u™

3Given two measurable spaces (X,.A) and (Y, B), a measurable map ® : (X, A) — (Y, B)
and a measure m on (X, .A), the push-forward of m under ® is the measure on (Y, B) defined
by the formula

d#m(B) = m(®~1(B)), forall B€B.

4We designate by w—P(R?) the set P(R?) equipped with the weak topology of probability
measures, i.e. the topology defined by the family of semi-distances

dotpr)i= | [ ot - [ st

as ¢ runs through Cy(R%).




38CHAPTER 3. FROM CLASSICAL MECHANICS TO VLASOV-POISSON

for each ¢ € [0, 7). (Hint: for ¢ € C}(R?), compute

d
in the sense of distributions on (0, 7).)
For a solution of this exercise, see chapter 1, section 1 of [1].

Our next step is to formulate and solve a new problem that will contain both
the N-particle ODE system in the mean-field scaling and the mean-field PDE.

Theorem 3.2.2 Assume that the interaction kernel K € C'(RY x R4, R%)
satisfies assumptions (HK1-HK2). For each ('™ € R? and each Borel probability
measure u'™ € P1(RY), there exists a unique solution denoted by

R >t Z(t, ¢, pm) € RY
of class C' of the problem
atZ(tﬂ Cinﬂ :uin) = (Icu(t))(Z(tv Cinv Mm)) )

/’L(t) = Z(t7 R ,uzn)#,u}n )
Z(0,¢™, p™) = ¢

Notice that the ODE governing the evolution of t — Z(t, ("™, u'™) is set in
the single-particle phase space R?, and not in the N-particle phase space, as is
the case of the ODE system studied in Theorem 3.2.1.

Obviously, the ODE appearing in Theorem 3.2.2 is precisely the equation of
characteristics for the mean field PDE. Henceforth, we refer to this ODE as the
equations of “mean field characteristics”, and to its solution Z as the “mean
field characteristic flow”.

How the mean field characteristic flow Z and the flow T} associated to the
N-particle ODE system are related is explained in the next proposition.

Proposition 3.2.3 Assume that the interaction kernel K € C*(R% x R4, R%)
satisfies assumptions (HK1-HK2). For each Zi¥ = (2i",...,2%), the solution

T, 2% = (z1(t),...,2n5(1))
of the N -body problem and the mean field characteristic flow Z(t, (™, ui™) satisfy
zi(t) = Z(t7zfn,ﬂzji\?) , i=1,...,N,
for allt € R.
Proof of Proposition 3.2.3. Define

G(t) = Z(t, 2" pzy), i=1,...,N.
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Then®

N
1
u(t) = Z(t, s pzg bz = 3 D0, 0)
j=1

for all ¢ € R. Therefore, (; satisfies

G0 = (KuO)G0) = 5 S KGO G0), =10V,

for all t € R. Moreover
Gi(0) = Z(0,z", p™)y = zi", i=1,...,N.

Therefore, by uniqueness of the solution of the N-particle equation (Theorem
3.2.1), one has

G(t) = (1),
foralli=1,...,Nandallt e R. m

The proof of Theorem 3.2.2 is a simple variant of the proof of the Cauchy-
Lipschitz theorem.
Proof of Theorem 3.2.2. Let " € P, (Rd), and denote

4 :z/ |z (dz) .
Rd

Let

X = {v € C(R:RY) st sup (=)l < oo} ,
z€R4 1+ |Z|

which is a Banach space for the norm

v(z)|
lollx == sup |
z€R4 1+ |Z|

5The reader should be aware of the following subtle point. In classical references on distri-
bution theory, such as [8], the Dirac mass is viewed as a distribution, therefore as an object
that generalizes the notion of function. There is a notion of pull-back of a distribution under a
C° diffeomorphism such that the pull-back of the Dirac mass at yo with a C° diffeomorphism
x : RN — RN satisfying x(zo) = yo is

dyo 0 X = |det(DX(x0))‘715xo .

This notion is not to be confused with the push-forward under x of the Dirac mass at 0z,
viewed as a probability measure, which, according to the definition in the previous footnote
is

XF 0z = Oyq -
In particular

X#éxg # 5960 o X_l
unless x has Jacobian determinant 1 at xg.



40CHAPTER 3. FROM CLASSICAL MECHANICS TO VLASOV-POISSON

By assumption (HK2) on the interaction kernel K, for each v,w € X, one
has

‘ K(v(2),0(2"))p™(dz") = | K(w(z),w(z)p™(dz)
R4 Rd

<L () = w@)] + o) - 0" d)
Rli
< Do = wllx 1+ el) + Lo~ wllx | (112D (a)

= Llv—wlx (1 +[z[+ 1+ C1)
S Ll —wlx 2+ (1 +[2]) .

Define a sequence (Z,)n>0 by induction, as follows:

t
Zun(t.0) =+ [ [ K(Zu(.0. Zut O A)ds, nz0,
0o JR
ZO(t7 C) = C .
One checks by induction with the inequality above that, for each n € N,

_ (@+CoLj)”

1Zuint.) — Zote )l < Y 7060 - z0)x
Since .
2.0 -cl=| [ [ KOs
1
<[] ntci+ i achas
= [ 241+ evas < 1+ e+,
one has

1 Zs1(t,) — Zn(t,)||x < (2+CyLjh

Thus, for each 7 > 0,

n!

Zn(t,) = Z(t,-) in X uniformly on [—7, 7],
where Z € C(R; X)) satisfies
t .
2.0 =c+ [ [ K(Z(5.0). 25,0 (dc)ds
o JRe

for all t € R and all ¢ € R
If Z and Z € C(R; X) satisfy the integral equation above, then

Z(tag) - Z(tag) = / (K(Z(S,C),Z(S,C’)) - K(Z(57C)vZ(S’C)))Mm(dCI) )

Rd
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so that, for all t € R, one has

\V@J—Z@NHSL@+Q)AHzﬁd—z@ﬂk%-

This implies that ~
1Z(t,-) — Z(t,)]lx =0

by Gronwall’s inequality, so that Z = Z. Hence the integral equation has only
one solution Z € C(R; X).

Since Z € C(Ry;X), K € C'(R? x R, R?) satisfies (HK2) and p'" €
P1(R?), the function

s | (25,0, 2, S

is continuous on R.
Using the integral equation shows that the function ¢ — Z(t,() is of class
C! on R and satisfies

0.2(0.0) = | K(Z(.0. 2.0 0.
Z(07 Q=¢.

Substituting 2’ = Z(t,{’) in the integral above, one has

[ K@0.0, 20, = | K200, )20, ) @)

so that the element Z of C'(R; X)) so constructed is the unique solution of the
mean field characteristic equation. =

References for this and the previous section are [2, 16].

3.3 Dobrushin’s stability estimate and the mean
field limit

3.3.1 The Monge-Kantorovich distance

For each r > 1, we denote by P,.(R?) the set of Borel probability measures on
R? with a finite moment of order r, i.e. satisfying

/ |2]"p(dz) < oo
Rd
Given u,v € P,(R%), we define II(11,v) to be the set of Borel probability

measures 7 on R? x R% with first and second marginals p and v respectively.
Equivalently, for each 7 € P(R? x R%),

metln e [[ @@ rvrted) = [ s@utdn+ [ swa)



42CHAPTER 3. FROM CLASSICAL MECHANICS TO VLASOV-POISSON

for each ¢, € C(R?) such that ¢(z) = O(|2]") and 9 (z) = O(|2|") as |z| — oc.
Probability measures belonging to II(u, v) are sometimes referred to as “cou-
plings of p and v”.
Exercise: Check that, if y and v € P.(R?) for some r > 0, then one has
(u,v) C P-(RT x RY).
With these elements of notation, we now introduce the notion of Monge-
Kantorovich distance.

Definition 3.3.1 For eachr > 1 and each p,v € P.(R?), the Monge-Kantoro-
vich distance distar (@, V) between p and v is defined by the formula

1/r
distyrg (@, v) = ehrgb ) (//Rd o |z — y|T7T(dzdy)) .
T NZ %

These distances also go by the name of “Kantorovich-Rubinstein distances”
or “Wasserstein distances” — although the minimization problem in the right
hand side of the formula defining dist s » had been considered for the first time
by Monge® and systematically studied by Kantorovich.

We shall use the Monge-Kantorovich distances only as a convenient tool for
studying the stability of the mean field characteristic flow. Therefore, we shall
not attempt to present the mathematical theory of these distances and refer
instead to the C. Villani’s books [21, 22] for a very detailed discussion of this
topic.

However, it is useful to know the following property that is special to the
case r = 1.

Proposition 3.3.2 The Monge-Kantorovich distance with exponent 1 is also
given by the formula

distpg1(p,v) =  sup
$€Lip(R%)
Lip(¢)<1

)

¢(2)uldz) = | d(z)v(dz)
Rd

RA

with the notation

z#yeR? |.’L‘ - y|

for the Lipschitz constant of ¢.

The proof of this proposition is based on a duality argument in optimization:
see for instance Theorems 1.14 and 7.3 (i) in [21].

SMonge’s original problem was to minimize over the class of all Borel measurable trans-
portation maps T : R? — R? such that T#pu = v the transportation cost

[ o= T@lu(ao).
Rd
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3.3.2 Dobrushin’s estimate

As explained in Proposition 3.2.3, the mean field characteristic flow contains
all the relevant information about both the mean field PDE and the N-particle
ODE system.

Dobrushin’s approach to the mean field limit is based on the idea of proving
the stability of the mean field characteristic flow Z(t, (", u*™) in both the initial
position in phase space (" and the initial distribution . As we shall see, the
Monge-Kantorovich distance is the best adapted mathematical tool to measure
this stability.

Dobrushin’s idea ultimately rests on the following key computation. Let

i ¢r e RY, and let pf", pi® € Pr(RY). Then

Z(t7 C17 /1471 ) t <27 ) <1 CQ
/ K(Z(s, Cu, i), 2o (5, d=')ds
Rd

/ K(Z(5, Cay 15", # a5, d2')ds
R4

Since ju;(t) = Z(t, -, p")#pui" for j = 1,2, each inner integral on the right hand
side of the equality above can be expressed as follows:

R K(Z(s’ Cj» N;’n)’ Z,)/f'j (57 dzl)

= K(Z(&Cjnu;‘n)?Z(S’Cg/'»/‘;n)):u;‘n(dg)

Rd
for j = 1,2. Therefore, for each coupling 7™ € Py (ut", u¥*), one has
K (s, G i), 20, Gl )i dC))
R

— | K(Z(s,C2,15"), Z(5, o 15") ) 15" (dC3)

// Clvp“l )7Z(57<{a,u’21n))
Rded

K(Z(s,C2, 15"), Z (5, o, p5"))) ™ (dC5, dGy)
so that

Z(t,C1, py Z(t, G, pis") =G — G2

/ // <17 )aZ(SngMZln))
Rded
( ( <27 MZ )7 Z(S, Cév lj’én)))ﬂ—zn(dC{v dCé)dS :

This last equality is the key observation in Dobrushin’s argument, which ex-
plains the role of couplings of pi" and p&" in this problem, and therefore why
it is natural to use the Monge-Kantorovich distance.
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After this, the end of the argument is plain sailing. By assumption (HK2)
on the interaction kernel K, for all a,a’,b,b’ € R%, one has

|K(a,a’) = K(b,b)] < |K(a,a) — K(b,a")| + |K(b,a’) — K(b,V)]
< Lla—b| + Ll — ¥/|.

Therefore

‘Z<t7cla:u’zl ) (t C27 Z"VL)'
<l -Gl+L / 1Z(5, C1 i) — Z(s, Con i)

+L/ //RR 8,Cly i) = Z(s, G, ™) |m'™ (dG1 dGy ) ds

It is convenient at this point to introduce the notation

o= [ 1206 G = 26 G im(aciach)
for each 7 € P;(R? x R?%). Thus, the previous inequality becomes
|Z(t, ™) = Z(t, Gy 1) < |G = G
#1206, Gon?) - Zlss ot + 2 [ D5

Integrating both sides of the inequality above with respect to 7" (d¢;d(>)
leads to

D™ // |G — Galm™ (dCrdCa) + 2L/ D[x™](s)ds
RixRd
:DMMK®+QL[;MHW@M&

By Gronwall’s inequality, we conclude that, for all ¢ € R, one has
Dlx")() < Dlxim)(0)e .
Now we can state Dobrushin’s stability theorem.

Theorem 3.3.3 (Dobrushin) Assume that K € C'(R? x R4 RY) satisfies
(HK1-HK2). Let pii", i € P1(RY). For allt € R, let

{Ul(t) :Z( ) 7:u’1 )#,u
[Lz(t) :Z( ’ 7“’2 )#,u

where Z is the mean field characteristic flow defined in Theorem 3.2.2.
Then, for allt € R, one has

distarre,r (1 (t), pa(t)) < M distar e r (™, pd™) .
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Proof. We have seen that, for all u{", u&" € P;(RY) and all 7" € T(pi, pi),
one has

DIx|(t) < D] 0)e2!"
for all t € R.
Since Z(t, -,ué-”)#,ué-" = u;(t) for j = 1,2, the map

Oy : (CryC2) = (Z(t Gmy"), Z(t, Gy 13™))

satisfies
Py’ = 7 (t) € W(pa(t), pa(t))
for all t € R, since 7" € (i, ud").

Thus
distarre 1 (pa(t), pa(t)) = inf // |C1 — Ca|m(dC1dCa)
mell(p1 (t),p2(t)) RIx R4
< inf / / 128, Gy i) — Z (o, i) 7 (dG1 o)
TI'IHEH(ILLl ) Rix R4
= inf D[x™](t) < e2Elt inf D[x™)(0)
7TMLEH(M“L Ln) ﬂ’”LEH(u”’ Mzn)

= LM dist g e q (", i)

which concludes the proof. =

The discussion in this section is inspired from [4]; see also [14]. The inter-
ested reader is also referred to the very interesting paper [12] where Monge-
Kantorovich distances with exponents different from 1 are used in the same
context — see also [7].

3.3.3 The mean field limit

The mean field limit of the N-particle system is a consequence of Dobrushin’s
stability theorem, as explained below.

Theorem 3.3.4 Assume that the interaction kernel K € CY(R? x RY) and
satisfies assumptions (HK1-HK2). Let fi" be a probability density on R such
that

/ 2| ™ (2)dz < .
Rd
Then the Cauchy problem for the mean field PDE

{é)tf(t,z) +div.(f(t,2)Kf(t,2)) =0, zeRI teR,
f|t:0 =f

has a unique weak solution f € C(R; L'(RY)).
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For each N > 1, let 3(N) = (2{", ... ,zf\}fN) € (RN be such that

L
H3(N) = 37 ;52;1,%
satisfies 4
distayrr,1(psny, f') =0 as N = o0.

Let t = T3(N) = (zan(®t),...,2nn(t) € (RYHYN be the solution of the
N-particle ODE system with initial data 3(N), i.e.

1 N
éi(t):NZK(zi(t),zj(t)), i=1,...,N,

j=1
z(0) = 2",

Then”
uTi‘%(N)Af(ta )gd as N — oo

in the weak topology of probability measures, with convergence rate
distar i (i, 3w, £(£, )24 < M distar i (3 vy, ) = 0
as N — oo for each t € R.

Proof. By Theorem 3.2.2 and questions 6 and 7 in the exercise on the method
of characteristics before Theorem 3.2.2, one has

f(t7 )Zd = Z(ta B fznzd)#fzngd

for all ¢ € R. This implies in particular the uniqueness of the solution of the
Cauchy problem in C(R; L'(R%)) for the mean field PDE.
By Proposition 3.2.3,

pr 3Ny = Z(t, - vy F3 (V)

for all t € R.
By Dobrushin’s stability estimate,

distark,1 (pur3(v), f(t)ZL7) < LI distarc,1 (3, f)
for all ¢t € R, and since we have chosen 3(N) so that
distarre1 (3w, f) = 0
as N — oo, we conclude that

diStMK,l(uTt3(N)7 f(t? )‘i’ﬂd) —0

"The notation 2% designates the Lebesgue measure on RY.
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as N — oo for each t € R.
As for weak convergence, pick ¢ € Lip(R%); then

\ [ d@mmaon(ds) - [ o2)ft2)ds
RA R4

=| [ o) stwyn(asan)
<[, 16 - owln(dsdy
<Lip(o) [[ o= lr(drdy)

for each 7 € I(pir,3(n), f(t,-)£?). Thus

‘/Rd P(2)pr,3(n)(dz) — /Rd 6(2)f(t, 2)dz

< Li inf - dxd
= 1p(¢)ﬂ-GH(#Tﬁzg)’f(t;)fd)//Rded be ~ sim(dedy)
= Lip(¢) distars1 (g, 3(n), f(t,)Z7) =0

for each t € R as N — oo. (Notice that the inequality above is an obvious
consequence of the definition of distasx 1, so that the equality in Proposition
3.3.2 is not needed here.)

This is true in particular for each ¢ € C}(R?), and since C}(R?) is dense in
C.(R%), we conclude that

/ o rson(dz) » [ 6(2)f(t2)dz
Rd R

as N — oo for each ¢ € C.(R?). Since

/ 30y (d2) = / f(t,2)dz = 1
Rd RA

for all t € R, we conclude that the convergence above holds for each ¢ € Cy(R?),
which means that

vy — f(t, )L

as N — oo in the weak topology of probability measures, by applying Theorem
6.8 in chapter II of [13], sometimes referred to as the “portmanteau theorem”.
]

The theorem above is the main result on the mean field limit in [16, 2, 4].

3.3.4 On the choice of the initial data

In practice, using Theorem 3.3.4 as a rigorous justification of the mean field limit
requires being able to generate N-tuples of the form 3(N) = (21"y,..., 2N y) €
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(R%)N such that
| X
13(N) = 3 > buin
=1

satisfies
diSt]y[K71(H3(N), fm) —0 as N — .

Assume that £ is a probability density on R such that
/ 2|2 f(2)dz < 00
Rd

Let Q := (RY)N", the set of sequences of points in R? indexed by N*. Let
F be the o-algebra on 2 generated by cylinders, i.e. by sets of the form

H B,  with B,, Borel set in R

n>1

and B, = R? for all but finitely many n .

Finally, we endow the measurable space (£, F) with the probability measure
P := (fi")®°, defined on the set of cylinders of { by the formula

P H Bn = H fln(Bﬂ) .
n>1 n>1

(Notice that fi"*(B,) =1 for all but finitely many n, since B,, = R¢ except for
finitely many n.)

Theorem 3.3.5 For each z™ = (2i")>1 € Q, let Zi = (24", ...,23). Then
diSt]\{K,l(szi\?,fingd> —0
as N — oo for P-a.e. 2™ € Q.

Proof. For ¢ € C.(R?) or ¢(z) = |z|, consider the sequence of random variables
on (2, F) defined by

Yo(z) = é(zn) s

where
z:=(21,-.,2n,...) €.

The random variables Y,, are identically distributed, since

P(Yn > Cl) = / 1¢(z)2afln(z)dz
Rd

is independent of n.
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The random variables Y,, are also independent, since for all N > 1 and all
g1s---,9n € Cp(R), one has

N N
EP(g1(Y1)...gn(Yn)) = H/ ge(9(2)f " (2)dz = [ EP (9 (Y2).-
k=1"R? k=1
Finally, the random variables Y,, have finite variance since
EY(|v,?) = / |22 f"(2)dz < .
Rd

By the strong law of large numbers (see Theorem 3.27 in [3]), one has

1 S = 1 - P — in
<N;6zm>—NkZ_leE (Y1)—/Rd¢(2)f (2)dz

for P-a.e. z.

Since C.(R%) is separable, one can assume that the P-negligible set is the
same for all ¢ € C,(R?), and take its union with the one corresponding to
@¢(z) = |z|. This means precisely that

1 & ,
N D On = [
k=1

weakly in P;(RY) for P-a.e. z € Q. One concludes the proof with the lemma
below. m

Lemma 3.3.6 The Monge-Kantorovich distance distyrx,1 metricizes the topol-
ogy of weak convergence on P1(R?). In other words, given a sequence (fin)n>1
of elements of P1(R?) and u € Py (R?), the two following statements are equiv-
alent:

(1) diStMK,l(/’anu) —0asn— 05
(2) i, — p weakly in P(R?) as n — oo and

sup/ |21 1> rbin(dz) =0 as R — co.
n Rd -

For a proof of Lemma 3.3.6, see [21].

Exercise: The reader is invited to verify the fact that one can choose the P-
negligible set that appears in the proof of Theorem 3.3.5 to be the same for all
¢ € C.(RY) and for ¢(z) = |z|. Here is an outline of the argument.

a) Let R > 0; let Er be the set of real-valued continuous functions defined on
[~ R, R]¢ that vanish identically on 9[- R, R]¢, equipped with the sup-norm

gl = sup |e(x)]-

z€[—R,R]
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Prove that ERr is a separable Banach space.
Denote by N, be the set of z € Q such that

1 N
<N Zézk,¢>
k=1

¢(2) ™ (2)dz
Rd

as N — co. Let R > 0 and let (¢,,)n,>1 be a dense sequence of elements of Eg,
extended by 0 to R?. Define

does not converge to

NR = U N¢" .

n>1

< leé5¢> - /R 02" (2)dz

as N — oo for all ¢ € Er and all z ¢ Ng. (Hint: pick ¢ € Er and € > 0, and
choose m := m(¢, €) such that ||¢ — ¢, || < e. With the decomposition

< Zézk,¢> JROIE dz< chzk,gﬁ <z>m>

+<J1V ;62k7¢m> - /R Om(2) ()2

+ [ Onle) = o))

‘<}Vga¢> - [ o

for all z ¢ Ny provided that N > Ny = Ny(e, ¢).)
¢) Complete the proof of Theorem 3.3.5.

b) Prove that

prove that

< 3e

Thus, using Theorem 3.3.4 to prove the mean field limit requires choosing
3(N) = (", 2 n) € RDY
for each N > 1 so that
distMK’l(,utv,(N),fmfd) —0 as N — 00.

Theorem 3.3.5 provides us with a strategy for making this choice, which is
to draw an infinite sequence z;" at random and independently with distribution
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fr 2 and to set z;"N = z;” This strategy avoids the unpleasant task of
having to change the first terms in 3(N) as N — oco.

Since Dobrushin’s estimate bounds distarx 1 (f (2, -)-Z4, pr,3(n)) in terms of
distMK,l(fmc?d,,ug;(N))7 having an explicit bound on distMK,l(fmfd,,us(N))
would provide us with a quantitative error estimate for the mean field limit.
Bounds of this type have been studied in detail by several authors: see for
instance Theorem 1.1 in [9] and Lemma 4.2 in [15] for a quick overview with
further references.

More details on the topics discussed in the present section are to be found
in [2], as well as a precise statement concerning the behavior of fluctuations
around the mean field limit — in some sense, the asymptotic behavior at next
order after the mean field limit (see Theorem 3.5 in [2]).
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Chapter 4

The Cauchy Problem for
Vlasov-Poisson

This chapter reviews the existence, uniqueness and regularity theory for solu-
tions of the Cauchy problem for the Vlasov-Poisson system

Of(t,x,v) +v -V f(t,z,v) =V, O(t,z) -V, f(t,z,v) =0, z,v,€ R,
*Azq) 9 = Yy d,a

(tx)‘ /Rdf(txv) v
f(0,z,0) = f"(z,v).

4.1 Elementary Inequalities

We recall from the previous chapter the following a priori estimates satisfied by
classical solutions (f, F) of the Vlasov-Poisson system with appropriate decay
as |z| + |v| = oo:

(a) conservation of mass (or particle number):

// txvdzdvf// f(z,v)dzdy = M™;
R4xR? RIxR?

(b) energy conservation: for each ¢ > 0, one has

= // %|v|2f(t7337v)d:cdv+/ 1V, @(t, 2)*dz
R4 xR R4
— // Lol " (z, v)dadv +/ 1V, 0" (2)Pde =: £,
J JRIxRA R4
where V,®" is obtained by solving the Poisson equation

—A, 0" () = f(x,v)dv, V@™ (x) =0 as |z| = cc.
Rd

53
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Other elementary inequalities are needed in the theory of the Cauchy prob-
lem for the Vlasov-Poisson system. We have gathered them together in the
present section.

Positivity and maximum principle:
0 < f"(x,v) < M for ae. (z,v) € R x R?
= 0< f(t,z,v) < M for ae. (z,v) € R xR?, forallt>0.
Interpolation inequality: for each m > r > 0, there exists a positive constant

C(d, m,r) such that, for each measurable function f = f(x,v) defined a.e. on
RZ x R, one has

| [ st ., < ClammII S 0" A1 e
L7+ (Rd)

Basic facts on the Coulomb potential: let G; = G4(z) be the function
defined on R\ {0} by the formula

—w=Inlz| ifd=2,
Ga(x) == |

c(d) |1,|d—2

ifd>3,
where
c(d) == (d —2)|S%71.

Then
~AGy=26y inD'(RY).

A straightforward computation shows that

x .
*VGd = |S(}771‘W m D/(Rd),

so that! .
VG € Lm’oo(Rd) .

MIf (X, A, p) is a o-finite measured space, for all p € [1, 00), the space LP**° (X, u) is defined
as the set of equivalence classes of measurable functions defined p-a.e. on X and satisfying

p({z € X st. |f(z)P >¢}) <C/t, t>0.
By the Bienaymé-Chebyshev inequality, f € LP(X) = f € LP-°°(X) since

p
p({z € X st [f@)P > 1)) < %/X f(@)Pde = %

The converse is obviously wrong: for instance the function f : (1,00) 3 « — 1/x € R belongs
to L1:°(1,00) but not to L'(1,00). The space LP>°(X, 1) is sometimes referred to as the
weak LP space, or the Marcinkiewicz LP space. It belongs to the more general class of Lorentz
spaces defined in terms of L' and L> by the Lions-Peetre real interpolation method. The
reader interested in further details on this subject is advised to read [19].
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Moreover?

xT — axr
2[ d ®2
|.T|d+2

V2Ga = fgatry vp — 161 inD'(RY).

Estimates on the force field: the force field is given by
E(t7 ) = _VGd * P(t7 ) )

so that
IE, )llLe < Cllpt, )Le

for all t > 0, with

1 1 d-1 1 1 1
l+-="4+—-=-—-Zifl<p<d.
q P d q p d

This follows from the weak Young inequality for the convolution product (see
section 4.3 on p. 107 in [11]).

Estimates on the force field: in addition, for all ¢ > 0, one has
VLE(t,) i= —V2Ga plt, )
so that
IV E(t, ) e ey < Cllots )llorre

for all 1 < p < oo by the Calderén-Zygmund continuity theorem for singular
integrals (see Theorem 4.12 in [5]).
Likewise
OE(t,-) = —=VG*0ip(t,-) = VG xdiv, j(t,-)

where we recall that the current density is defined by the formula

jtx) = /Rdv(f(t,x,v)dv.

Therefore
10:E(t, ) Lrray < ClliE, )l Lo may
2Let Q € L9(S%~1) for some ¢ > 1 satisfy the condition
/ Q(w)ds(w) =0,
sd—1

where ds is the d — 1-dimensional surface element on S%~1. The tempered distribution

Q(ﬁ/‘!zzl) is defined by the formula
Qz/|z|) ) Q(z/|z))
<Vp ER ’¢> =% /Rd g @ hal>ede
e/l Qa/Ja))
= et (¢(2) _¢(0))1‘z‘§Rdw+/Rd 2] $(2)1 |55 pde

for each R > 0 and each ¢ € S(R9).
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for all 1 < p < oo, again by the Calderén-Zygmund continuity theorem for
singular integrals.

A priori bounds: assume that the initial condition ™ of the Cauchy problem
for the Vlasov-Poisson equation satisfies

fm>0ae on RYxRY, fmeL'nL®RI x RY),

and

= // %|v|2fi”(x,v)dxdv+/ 1V, 0" (z)[?dz < co.
RI xR R

By the energy conservation

// Lol f(t,z,v)dedy < E™  and / LHE(t,2)]Pde < E™
RIxRd R4
so that, by the interpolation inequality

oG M 252 gy T 19N 412 0y < ©
for some positive constante C. On the other hand, by the global conservation
of mass
ot )1 (may = // ft, x,v)dzdv
RIxR?
= // (2, v)dedy =: M™ < oo,

RixR4

while

15t M raey < // |v|f (t,z,v)dzdv

_//Rded L1+ o) f(t, @, v)dedy < AM™ +E™ < 0.

By Hoélder’s inequality, for all ¢ > 0, one has

d—+2
ot )rray <C <00 for1<p< %,
while s
7t ) Lprey < C <00 for1<p< ﬁ
These a priori bounds imply that the force field satisfies
d(d+2)

E(t, )| poray < f d—2Y(d+1)°
[EQ,)||amay < C < o0 Ord_1<q—(d—2)(d+1)

together with

d+2
IVLE(t, )| Larey < C < o0 for1 <p< %,

d+2
[0:E(t, )| Laray < C <00 for1<p< ﬁ

for allt > 0.
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4.2 Global Existence of Weak Solutions

The global existence of weak solutions of the Cauchy problem for the Vlasov-
Poisson system was obtained in 1975 by Arsenev.

Theorem 4.2.1 Assume that d > 2, and let f* € L* N L= (RZ x RY) satisfy

f" >0 ae. and // 2|v\ flt,x v)dxdv—F/ LB z)de =& < co.

Rd

Then there exists a global weak solution f € L=(Ry; L*(R% x RY)) of the
Cauchy problem for the Viasov-Poisson system with initial data . This solu-
tion satisfies

0< f(t,z,v) < ||f™||z~ for a.e. (z,v) € R x RY for allt >0,

together with the mass bound

// f(t,z,v)dedy < M™ < 0o
RixR4

for all t > 0 and the energy bound

1 2 1 2 < in
//Rded Al f(t,x,v)dxdv—i—/Rd 51V ®(t, 2)|["dr < £ < o0

for a.e. t > 0. The initial condition is verified in the sense of distributions, i.e.
for all p € O (R? x RY), the function

t— //Rded ft,z,v)o(x,v)dzedv

is continuous on Ry and satisfies

/ /R o, JO 2 0)8(@ v)dady = / /R e i

4.2.1 The approximate Vlasov-Poisson system

Let ¢ € O (R?) satisfy

C(z) =¢(—x) >0 forall z € RY, supp(¢) € B(0,1) and C(x)dx =1,
Rd

and set C.(z) = € 9¢(/e). Set & (,v) = C(x)Cc(v):

The reason for using an even mollifier (. is explained by the following lemma.
Lemma 4.2.2 Let y € C=®(RY) satisfy
x(z) = x(=x), forallz € RN.

Then the convolution operator C, : ¢ — x * ¢ is self-adjoint on L*(RYN).



58 CHAPTER 4. THE CAUCHY PROBLEM FOR VLASOV-POISSON

The (elementary) proof of this lemma is left as an exercise.

Exercise: Prove that C, is a bounded operator on L*(RY). (Hint: apply
Young’s inequality). Compute the operator norm of C,. (Answer: one finds

1Cx |l = Xl Lo (mvy, mot [|Cy [l mv)-)
The approximate Vlasov-Poisson system (VP.) is defined as follows

atfe(t € U) +U'V fe(t € U) —qu)e(t,l‘)'vvfe(t,x,’l}) =0,
— A, ( = (e xC*pe(t, ), VP — 0 as 2| = o0,

pe(t, 7) / £t (VF)

fﬁ’t:o =& ( e|x\<115\u|<1fm) = fem
Thus, for all t > 0,
—Va®c(t,-) = (Ce % (e x VGa) * pe(t, -) ,
and, for each € > 0, one has
(e Cex VGg € C®(RY) N LY =10 (RY) N L®(RY) .
Proposition 4.2.3 For each f™ € L' N L=(RY x RY) satisfying

fm >0 ae.
and
// %'U‘zfzn(x,ﬂ)dl‘dv +/ %|Ezn($>|2d$ — Ezn < 00,
R4xRd R
with
E —CE * VGd * pm
where

- /R fn (v

there exists a unique weak solution f. € C(Ry; LY (RS x R%)) of (VP.). This
solution satisfies

0 < fe(t,z,v) < HfinHLoo(RdXRd) for all (x,v) e R x R% and t >0,

together with the mass conservation

// fe(t,z,v)dzdv = // (@, v)dado
R4xR? R4xR?

and the approximate energy conservation bound

1.2 17 2 < gin
//Rdxm Ly| fe(t,x,v)dxdv—i—/ﬁd B (t,0)?de < €

for allt > 0, where

B.(t,) = (Ccx VGa) % pe(t,-) .
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Proof. WLOG assume that

// fi"(x,v)dedv =1 and // vfi™(z,v)dzdy = 0.
R4xR4 RixR4

Since the dynamics of the approximate Vlasov-Poisson system preserves the
total mass and total momentum, one has

// fe(t,z,v)dzdv =1 for all t >0,
R4xR?

and
// vfe(t,z,v)drdv =0 for all t > 0.
RIxR?

Thus, as observed before (see the last exercise in section 3.1), the system (VP.)
can be put in the form

atfe(ta Z) +div, <fe(t7 Z) Ke(Z, Z/)fe(t, z’)dz') =0,

R2d
with z = (z,v) and
K (z,v,2",0") = (v—=2",(c*x (. x VGy) .

The existence and uniqueness of the solution of (VP.) has already been
obtained as a consequence of the construction of the mean field flow. Indeed,
by Theorem 3.2.2, there exists a unique map

R, x R¥ x P (RY) > (t, 2", u'™) v Z.(t, 2", u'™) € R??

such that t — Z.(t, 2", u™) is the integral curve of the vector field
2 | Ke(z,2 ) pe(t, d2') =: (Kpe(t))(2)
R2d
passing through 2" at time t = 0, where p(t) := Zc(t, -, u'™)#u".
Set 4 o
Z(t, 2™ i= Z(t, 2™, fin L)

and
Velt,2) = (Kpe(t))(2)  where pc(t) := Z(t,)#(f" L) .
Observe that V. € O(Ry x R?¥; R2?), that V,.(t,-) € C*(R?¥; R??) and that

[Ve(t, 2)| < [VGax Cellpoemey + 2] -

Therefore Z, € C*(R, x R?¥;R?%) and Z.(t,) is a C*°-diffeomorphism of R?¢
on itself for all ¢t > 0. Moreover, one verifies that

div, Ve(t, z) = divy v — divy, (VGg * (e * (e * pe(t, ) () =0,
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so that, for all t > 0,
Z(t, #L% = g%,
In particular, the solution of (VP,) is
pe(t) = Ze(t, )#(f2%) = f(t, )2,

(see questions 6 and 7 in the exercise on the method of characteristics before
Theorem 3.2.2), with

fe(t,z) o= f(Ze(t,)7(2)),

for all £ > 0. With this formula, all the properties of f. are obvious, except the
energy conservation.

Observe that, for each € > 0, the initial data " € C°(R? x R%). Thus,
for each € > 0, one has

fe € CY(R; x R x RY) and supp(fe(t,-,-)) is compact for all t > 0.

Proceeding as the in proof of the energy conservation in the Vlasov-Poisson
system, we compute

4 // Lol fe(t, z,v)dadv = —// v V@ (t, 2) fe(t, z,v)dxdv
dt | JrixRra RexRd
—/ jolt,@) - Va0, (t,2)de

/ge (Cox Belt, ) (@)da

Rd

= (Ce* Je(t, ) () - Ee(t, x)dx

Rd
for all £ > 0 by Lemma 4.2.2. Then
/ (C %ot ) (@) - Bt 2)dz = / (C. % divy ju(t, ) (2))Be(t, 2)da
Rd Rd

_ _/Rd(ge*&gpe(t,-)(x))‘ile(t,x)dx
_ / (B2, (1, ) (t, ) dz
Rd

= - 8,5Vx<f’€(t,a:) ~V£<i>e(t, x)dx
Rd
S LV, (t, z)*dx
dt Jga ? ’ ’

for all £ > 0, and the energy conservation follows. m
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4.2.2 Convergence to the Vlasov-Poisson system

Now we let € — 0, and pass to the limit in (VP,.), using the a priori estimates
on f. and @, that are uniform in e.
Step 1: Uniform estimates. First, one has

0 < fe(t,z,v) < ||f6in||Lac(Rd><Rd) for a.e. (z,v) € R? x R,

together with

// fe(t,z,v)dzdv = // fin(x, v)dzdo
R4 xR4 RIxR4

< // fir(z,v)dedy =2 M™
RixR4

forall t > 0.
Next

// %|v|2f€(t,x,v)dxdv+/ %|Ee(t,9:)\2d:1:
RIxRA R
:// %‘U‘szn(l‘,v)dxdv"'/ %|Ezn($)|2dx:é’§”,
RiIxR4 R

where ‘ _
Ei" = —( xVGaxpl”,
with
) = [ g o,
Rd

By the interpolation inequality and the field estimate

IEP | Laray < IVGa* p2|| parey
n
< Callpell 242 g
in Fee in\ 5
< CaClp. DI 1K Raxmay (E7) T2

with
1 = L — 1 or equivalentl = M
¢ d+2 d’ 4 YI= d—2)d+1)
On the other hand

(P20 I re) = IVGaxp™|, 4

La-1( Lm(Rd)

< Callpi™ 22 wmay < Callp™ |2 may = CaM™.

By Holder’s inequality
sup HEanLZ(Rd) < 0
e>0
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provided that

d <o< d(d+2)

—_— ivalently 2 < d < 5.
1-1 d=2)d+1)’ or equivalently 2 < d <

Hence

sup // %|v|2f6(t,x,v)dxdv+/ %Ee(t,x)dm
t,e>0.) JRIxRA R

= sup // o £ (z, v)dedv —|—/ %Eé"(m)dm =& < 0.
RexR4 R4

e>0

Step 2: Weak compactness. By the Banach-Alaoglu theorem, there exist
subsequences of (fe, E.) (still denoted (f., E.) for the sake of simplicity) such
that

fe — fin L®(R, x R? x R%) weak-x

and
pe — p in L= (Ry; LIH2/4RY)) weak-x

while R
E. — E in L®(R; L*(RY)) weak- * .

In particular
0= 04,00, Pc — 04,00, Bc = 0y, (Ee); — O, (Ee)j — 0, By — 0y, B

in D'(RY. x R%) as € — 0, so that F is a gradient field (see Theorem VI in
chapter II of [18]). In other words, there exists ® € D'(R*. x R?) such that

E=-V,9.
Since _
// o fe(t, z,v)dzdv < " < o0,
RIxR4
we conclude that
p e L=(Ry; L' (RY),
and that

f(t,z,v)dv = p(t,z), forae zecR¥andt>0,
Rd

where the equality above follows from the tightness® in the variable v of the
sequence fe.

3A sequence jip, of bounded, signed Radon measures on RY is said to be tight if
pn (RN \ B(0,R)) - 0 if R — oo uniformly in n.

By the “portmanteau theorem” (Theorem 6.8 in chapter of [13]), if a sequence u, of bounded,
signed Radon measures on R is tight, then the convergence

/ d(2)pn(dz) -0 asn — oo
RN

holds for all ¢ € C,(RYN) if (and only if) it holds for all ¢ € C.(RN).
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Integrating further in the variable z and applying Fatou’s lemma shows that

// ft,x,v)dzdv < // f(z,v)drdy = M™
R xR R4xR4

for a.e. t > 0. (The inequality comes from the lack of tightness in the z-variable
and the resulting potential loss of mass as |z| — 00.)
Observe that

B = —( «VGg* p™ — —VGgq*p" =: B
in D'(R?), since (. — &y in D'(R?) and supp((e) C B(0,1) for all € € (0,1) (see

Theorem V in chapter VI of [18]), while pi® — p™ in L'(R%) by dominated
convergence. Since

// %|v|2f6(t,x,v)dg:dv+/ %|E~'E(t,x)|2dx
R4 x R4 R4
=[] AwPrre oo+ [ 3B @P <E”
R xR R4
for all t > 0, one has

// Lol f(t,x v)da:dv—i—/ LE(t,2)|*dx

// g 2T (@0 v + / LB (2)dw = £
RIxR

for a.e. t > 0 by the usual argument* involving Fatou’s lemma (as above for the
bound on the total mass), convexity and weak limit in the energy integral.

4Since Ee — E in L®(Ry; L2(RY)) weak-* as ¢ — 0, one has

/ab /Rd E(s,z) - (Ec(s,2) — E(s,x))dzds — 0

lim/ / (t, )] dacds>/ / E(t,x)|?dzdt
e—0

for each @ < b € R4. On the other hand, since fe — f in L®(R4+ x R? x R%) weak-*, one
has

b b
/ // l‘w‘+‘v‘§3|v|2f€(t, z,v)dzdvdt — / // 1|x|+\v\§R‘U‘2f(tv z,v)dzdvdt
a R4 xRd a R4 xR

and since fe > 0 a.e. on Ry X RY x R4

b b
hﬂ/ // [v]2 fe(t, 2, v)dadvdt > / // 1‘I‘+|v|<R|v|2f(t,x,v)dazdvdt.
e—=0Ja R x R4 a R4 xR4 B

Letting R — oo and applying Fatou’s lemma shows that

b b
lim / // [0 fe(t, z, v)dzdvdt > / // [v]2 f(t, 2, v)dzdvdt .
e—=0Ja RIx R4 a R xRd

and therefore
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Passing to the limit in the sense of distributions in the (linear) Poisson
equation, we conclude that

A, o=p= [ fdv inD(R} xR%.
Rd

Step 3: Passing to the limit in the nonlinearities. Next we pass to the limit in
the Vlasov equation, which we recast as

(815 +v- vz)fe = din(feV:r(be) .

Since the left hand side is linear in f., we can pass to the limit in the sense of
distributions and find that

(O +v- V) fe = (0 +v-Vy)f in D'(RY x R x RY)

as e — 0.
It remains to pass to the limit in the nonlinear term f.V,®.. Since (. is
uniformly bounded in L!(R%), and since

_vi(I’E(t: )= viGd * (Ce * Ce % pe(t, )

the a priori estimate on the derivatives of the force field can be applied and
shows that, for all t > 0

d+2
V20, (t, MNiremay < Cllpe(t, ) Lrmaey < Const., 1<p< 4

By the same token, for all ¢ > 0, one has

. d+2
||8ti<I>€(t, ')”L‘I(Rd) < C||Je(t7 ')HLP(Rd) < Const., 1<g¢g< ﬁ

In view of the interpolation inequality, we conclude that

sup [[0:Va®e(t, ) Lame) + IV2Pe(t, ) Lo (ray < 00
LE>

for i+ 2
dl<g< ——.
a q_d+1

By the Rellich compactness theorem, we conclude that

d+2
I<p< *

xVe®. = xV,® in L' (R, x R? x R?) strong,

b b
/ // o2 f(t, z, v)dzdvdtJr/ / \E(t, o) 2dadt
a R4xRd a JRA
b b - ‘
< lim (/ // \v\zfe(t,z,v)d:rdvdt+/ / \Ee(t,x)|2dmds) =28
e—0 a R4 x R4 a JRA

Since this inequality holds for all a < b € R, it also holds for a.e. t € R4.

Finally
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for each y € C.(R% x R? x R?) as € — 0. Therefore

/// Xfﬁ(tax;v)vx(be(t,x)dmd?)dt
R4 xR?xR4
R xRIxR4

as € — 0. In other words,
[V @ — fV, @ in D'(RY x RY x RY)
as € — 0, so that
(O +v- Vo) f = divy(fVa®) = —divy (fE).

Step 4: Initial condition. It remains to check that f satisfies the initial condition.
Observe that
atfe = - diVa:(Ufe) + din(fevzq)e) .

By the mass and energy bounds, and the maximum principle
tsu>po llvfe(t, -, .)HL1(Rd><Rd) + tsu>po | fe(t, -, )V @ (t, -)||Lm(Rg;Lz(Rd)) < 00.

Therefore, for each x € C°(R? x RY)

i// fe(t7xaU)X($,'U)d{L‘dU
dt RixRA

and we conclude from the Ascoli-Arzela theorem that

//Rded fe(t,z,v)x(z,v)dzdv — //Rded F(t, 2, 0)x (@, v)dwdv

uniformly on [0,7] for all 7' > 0 as € — 0. Thus the function

t— //Rded flt,z,v)x(x,v)dedv

is continuous on R, (being the uniform limit of continuous functions on [0, 7T
for all T > 0).
In particular, for ¢ = 0, this implies that

//Rded fi(x,v)x(z,v)dedy = //Rded (0,2, v)x(z,v)dzdv,

and since this equality holds for all x € C°(R? x R?), we conclude that

f|t=0:fm‘

sup
t,e>0

< 00,

The proof is complete.
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4.3 Propagation of Moments in Dimension 2

In this and the next section, we seek to bound moments in the variable v of
solutions of the Vlasov-Poisson system. More precisely, we seek to construct
weak solutions f = f(t,z,v) of the Vlasov-Poisson systems for which quantities

of the form
// lo|* f(t, z, v)dxdv
R2xR?

are bounded for all ¢ > 0 provided that they are bounded at ¢ = 0. Estimates of
this kind are the key step in the proof of global existence of classical — instead
of weak — solutions of the Vlasov-Poisson system.

Henceforth we proceed by formal a priori estimates; while our computations
are not justified for all weak solutions of the Vlasov-Poisson system, the same
computations could be done on the approximate Vlasov-Poisson system (VP,),
and since the resulting estimates are uniform as e — 07, one would get the
desired bounds on all weak solutions constructed as in the previous section.

As a warm-up, we first consider the case d = 2, that is by far the easiest.
In this section and the next one, we designate by C various constants that may
depend on quantities that are fixed (and in any case independent of €, such as
the space dimension d, the initial data f"...)

Start from the differential inequality satisfied by moments of the distribution
function:

[
— v|" f(t, z,v)dxdv
dt R2xR?2 I | ( )
= k// [v|*=2v - E(t,z)f(t, z,v)dzdv
R2xR?

< k/R2 |E(t, )| (/er |v|k1f(t,x,v)dv) dx

< Bz | [ 1l 0)do
R

k42
LF*+1(R2)

By the interpolation inequality (with r =k — 1, d = 2 and m = k), one has

k41
k+2
H/ oL (t, -, v)dv fio <C (// |v|kf(t,x,v)dxdv> .
R? L*+I(R2) R2xR?

Denoting
pult) = [ ol st e,
R2xR?

k

Our goal is to obtain an inequality of the form

one has therefore

1
|1E(t, -)HLk+2(R2) < Cup(t)¥2 .
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(Any power larger that

743 in this estimate would lead to a blow-up on the
upper bound of u(t) and is therefore meaningless.)

Applying the a priori bound on the force field
IE(, ) Lr+2@me) < Cllp(E, )]

| 2k+4 .
L k1 (R2)

On the other hand, applying again the interpolation inequality shows that

2
(6, 52 gy < o)

Then, by Hélder’s inequality

lo@ I e < ot 147G

0
L k+% (R?) L R2)||p(t7 ')HL#(R%
with 2 -
_0+ =
+k+2 2k +4°
i.e. ) . )
1-0)(1—-— ) =(1-0)——
( )< k+2) ( )k+2 %+4’
so that
9:1—6:%'
Therefore

1 1
IE(E, )l r+2re2y < Cllp(t,-) Tipe S Cpp()F7
L 2 (R2?)

I, 25 ) < Cllott. )|

Inserting this in the differential inequality for uy, one finds that

k . . .
(1) < CIE(t, ) g (roy e (8) 2 < Cr( M E™ || £7| e (r2 xrzy e (2)

and we conclude that

ui(t) < Nk(o)eck(Mm’gm’HfmHLOO(R?xR?))t forallt,k > 0.

Summarizing, we have proved the following result.

Theorem 4.3.1 Let f" € L' N L>®°(R? x R?) be such that f™ > 0 a.e., and
assume that

[ Pt [ B @R =67 < oo,
R2xR?2 R2

where

Ein _ —VGQ *pz’n7 pin = / find’u.
R2
Assume further that

// v]Fo (2, v)dzdv < oo
R2ZxR?
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for some ko > 2.

Then, there exists a weak solution of the Vlasov-Poisson system in R? x R?
with initial data f such that

// lv|* £ (t, z,v)dzdv
R2xR?

Cr (M, gim | pin 2y r2))?t ;
<e L2 (REXRD) // [o]2 £ (z, v)dadv
R2xR2

forallt >0 and 0 < k < kg.

4.4 Propagation of Moments in Space Dimen-
sion 3

In space dimension 3, the analogous result is stated below.

Theorem 4.4.1 (P.-L. Lions, B. Perthame [10]) Let kg > 6 and T > 0.
Let fi" € L' N L*>®(R3 x R?) be such that f" >0 a.e., and assume that

[ s+ d [ @R = e <o,
R3xR3 R3

where

E" = -VGyxp™, p":= / fimdv.
R3

Assume further that

// Jv|*o fn(x, v)dzdv < oo
R2xR?2

for some ko > 3.

Then, there exists Cr > 0 and a weak solution of the Viasov-Poisson system
in R® x R3 with initial data f™ such that

// |v\kf(t,x,v)dxdv§C’T, 0<t<T,
R3xR3
for all k such that 0 < k < kg.

The proof of this result is rather involved, and is split in 5 steps presented
below.
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To begin with, start again from the differential inequality satisfied by mo-
ments of the distribution function:

4 // lo|* f(t, z,v)dxdv
dt R3xR3
= k// [v|*=2v - E(t,z)f(t, z,v)dzdv
R3xR3

< k/RB |E(t,z)| (/R2 |v|k1f(t,x,v)dv> dx

< RIB(pmssqusy | [ o o)

k+3
L*+2 (R3)
By the interpolation inequality, this time with r = k—1, d = 3 and m = k, one

k+2

k+3
fts <C (// |U|kf(t,x7v)dxdv> .
L*+2 (R3) R xR3

)= [l s oo,

one arrives at the differential inequality

has
H [
R3

Denoting as above

e(t) < OB | ess(rsy i (6) 5

In the 2-dimensional case, the force field £ was estimated by using the
Poisson equation and the a priori bounds on the solution of the Vlasov equation
deduced from the conservation laws of mass and energy, and the positivity and
maximum principle for the distribution function.

Controlling the propagation of moments in the 3-dimensional case requires
using the Vlasov equation itself, and not only consequences thereof such as the
conservation laws of mass and energy, or the positivity and maximum principle
for the distribution function.

4.4.1 Step 1: a formula for the macroscopic density

A first important step in the proof is to obtain a formula for the macroscopic
density base on solving the Vlasov equation along characteristics.

Lemma 4.4.2 Under the same assumptions as in Theorem 4.4.1, one has

t
p(t,x) = po(t,z) — divx/ s ( E({t—s,xz—sv)f(t—sx— Sv,v)dv) ds,
0 R3

where

po(t,x) = /R3 fi(x —tv,v)dv.
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Proof. Indeed, solving the Vlasov equation for f by the method of character-
istics, with —F - V,, f treated as a source term, one finds that

¢
f(t,x,v):fi”(xftv,v)f/o E(t—s,x—sv) - V,f(t—s,x—sv,v)ds.

By the chain rule

div, (E(t — s,z — sv) f(t — s,x — sv,v))
=E(t—s,x — sv) - Vo f(t —s,x — sv,v)
— sdivg (E(t — s,x — sv) f(t — s,x — sv,v)),

so that

/ E(t—s,x—sv) - V,f(t—s,x—sv,v)dv
R3

= sdiv, E(t—s,x—sv)f(t—s,x— sv,v)dv.
R3

Therefore, integrating both sides of the formula above for f in the v variable,
one sees that

p(t,z) = flt,z,v)dv = / i (x — tv,v)dv

R3 R3

t
—/ sdivw< E(t—s,x—sv)f(t—s,x—sv,v)dv) ds,
0 R3

which is precisely the formula for p given above. m

4.4.2 Step 2: estimating the force field

We recall that
E(t, ) = —VG3 * p(t, ) .

With the formula above for p, one has

E(t,-) == VG3x%po(t,-)

¢
+VG3diVI/ 5( E(ts,xsv)f(ts,xsv,v)dv) ds.
0 R3

Hence, by the Young inequality (for the first term on the right hand side) and
the Calderén-Zygmund inequality (for the second term on the right hand side),
one has

IB(E M erssqms) < Clloott I sge o)

5.

+0|
Lk+3(R3)

t
/ s( E(t—s,x—sv)f(t—s,x—sv,v)dv> ds
0 R?
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Estimating pg is easy, as it involves the initial data f explicitly. Thus

3’6]::}»69

I pin

lpo(t, .)||L3k{€+69 R < (//RSxRS [o|" £ (x — tv,v)dmdv)
3kk::69
([, bl ) = o),
R3xR3
with
I+3  3k+9
3 k46

This follows from the interpolation inequality with » = 1, d = 3 and m = [.
Since k > 3, one has

:2k3+3< 2k + k

l
k+6 — 3+6

= %k or equivalently | < k.

W=

Thus
#1(0) < po(0) + pr(0) -

The second term, i.e.

requires a much more involved discussion, presented below.
Specifically, the integral

¢
/ s (/ E(ts,xsv)f(ts,xsv,v)dv) ds
0 R3

t
/ s( E(t—s,a:—sv)f(t—s,x—sv,v)dv) ds
0 R3

t
/ s( E(t—s,x—sv)f(t—s,x—sv,v)dv) ds
0 R3

Lk+3(R3)

is split into

to
:/ s( E(t—s,m—sv)f(t—s,x—sv,v)dv)ds
0 R3
t
+/ s( E(t—s,x—sv)f(t—s,x—sv,v)dv)ds::J+I.
to R3

4.4.3 Step 3: the large ¢ contribution

The second term I on the right hand side of the equality above is the easier one
to estimate.

Lemma 4.4.3 For each p € (1,00) and each measurable ¢ defined on R™, one
has

1 1—1
169l 21 (Rmy < 117 (g 181 gy 14 e (e
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Proof. Indeed, if ¢ € L' N L°°(R™), the linear map
T: 9= ¢

satisfies

T(L'(R™)) € L'R™) with || T £z mm), 22 (o)) < 6]l o mo) 5
and

T(L*(R"™) C L'(R") with [Tl z(zomn) 1 mm)) < 0]l mn) -
By real interpolation®

T((L'(R"), L®(R™))1/p 00) = T(LM*(R")) € L'(R"),

with
_1

AT ; 1=}
HTHL(LP@O(R"),LI(R")) < ||¢)||Loop(Rn)||¢||L1(Rn) = ||¢HLoo(Rn)||¢||L1(Rn)

which leads to the estimate above for gy =T, =
Then®

[1(t, )| =

t
/ s( E(t—s,x—sv)f(t—s,m—sv,v)dv) ds
to R3

t 2 1
/s||E<t—s,:c—s->||Lg,m(R3)||f\|zxuf(t—s,a:—s-,->|\zl(R%)ds.

to

Besides, an explicit computation shows that

— — g = -2 — .
IE(t — s, x 5)||L%,OQ(R3) s E(t — s, )HL%*‘X’(R?»)’
5Given two Banach spaces Fo, E1 with norms denoted by || - ||o and || - ||1 respectively, for
each ¢ € Eg + Eq, set
K(t = inf t .
(t,) voint_ - (Iollo +tlvall)

YoEEQ, Y1 €EE,

The interpolation space (Eo, E1)g,c0 is defined, for each 6 € (0, 1), as the set of s such that
K (t,1) < CtY. In the special case where Eg = L'(R") while E; = L°°(R"), one has

t
K(tw)= [ v (o)ds
0
where 9* is the decreasing rearrangement of v, and one finds that
(L' (R™), L®(R™)1 /00 = LV (R™)
for all p € (1,00). The fact that T € L((L*(R™), L>°(R™))1/p/ 00, L' (R™)) with the desired
estimate on the norm of T is precisely Lemma 22.3 in the book by L. Tartar, “An introduction
to Sobolev spaces an interpolation spaces”, Lecture Notes of the UMI no. 3, Springer-Verlag,

Berlin, Heidelberg 2007.
81f ¢ € LP>°(R"), one denotes

]l Lpoe (mn) = inf{C > 0 st. 2" ({z € R™ s.t. |p(x)|P > t}) < CP/t for all £ > 0} .
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so that ,
160)] < (= 8, e g e
t 1 1
« /t . (/R ||f(t—s,x—s-,~)||zl(R3)dv) ds.
Now
B = 5.9l ey = VG plt = 5, 1 e
S IVGsll g s 1908 = 85 ) L1 (ms)
= VGl 5. gy M

so that the estimate above reduces to

%
t:c\<C’/ ( flt—s,x— sv,v)dv) ds.

Therefore

(s )l wesma)

¢
/ s </ E(ts,xsv)f(ts,xsv,v)dv) ds
to R3

LF+3(RE)
%
<C’/ ( ft—s,x— sv,v)dv) ds
LE+(R)
t 3
<Cln— sup < f(t—sw—svm)dv)
0 tossst R? LE+3(R3)
" 3
=Cln— sup flt — s,z — sv,v)dv
0 to<s<t || JR? L5 (R3)
1
t = |°
<Cln— sup (/ U|kf(t—s,z—sv,v)dv>
to to<s<t R3 ki3 (R?)

1

3
—Cln— sup (// lo|*f(t — s, — sv v)dxdv)
to to<s<t R3xR3

:C’ln— sup uk(t—s)m
0 to<s<t

In this chain of inequalities, we have used the following obvious identity:

Lebesgue norms of powers: for each nonnegative, measurable ¢ defined a.e.
on R™, each p € [1,00] and each & > 1/p, one has

6% |r Ry = 9l Tor@n) -
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4.4.4 Step 4: the small ¢ contribution

It remains to estimate the contribution

By Holder’s inequality, for % + % = 1 with r € (1, 00) left unspecified so far,
one has

(¢, )l r+s(ray
to
/ s( E(t—s,x—sv)f(t—s,x—sv,v)dv) ds
0 R3

LF3(R3)

|J(t,x)|‘ E(t—s,x—sv)f(t—s,x—sv,v)dv
R3

§</1{3|E(t—s,x—sv)|dv>i</ f(t—sx—svm’dv)
LA W TN | e e——

ﬂ\‘ -

=

Hence
to 3 %
|J(t,2)] < sup ||E(t—s, )||LT/ st (/ flt—s,z— sv,v)dv) ds,
0<s<to 0 R3
so that

1T (E )| wss )
1

to p
< / 317%||E(t—5,-)|\Lr(R3) (/ f(t—s,x—sv,v)dv) ds
0 R’ L3 (R3)
1
_3 7
<Cty © sup ||E(t—s,-)|Lrms) sup f(t—s,x—sv,v)dv| . )
0<s<to v 0<s<to R3 L ,Jr/ (Rf;)

by the Lebesgue norm of powers identity.
Let m > 0 be such that

m+3 k+3
3
By the interpolation inequality

3

3+m
flt—s,x—sv,v)dv < </ [o|™f(t — s,x — sv,v)dv)
R3 R3

so that

1
s

H fit — s,z —sv,v)dv
R3

kg3
L7 (R3)

w43
<([f,wmsa s suodnan)
R3xR3
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Therefore
[l J(t, )l ers ma)
23 1
<Cty " sup ||E(t—s,-)|rms) sup pim(t — )5
0<s<tg 0<s<to
_s3
< C’t?) Tosup  phm(t — s)k%d ,
0<s<to
since

IE(, )Lrmsy = IVGs * p(t, )l Lrwrs) < Cllpt, ) rwrs) < C

with .11 5
—=———-andl<p< - orequivalently%<r§%.
r p 3 3
Observe that this inequality involves the desired exponent %4—37 unfortunately
with fim,, and m > k since r > 2 so that 1’ < 3.
Returning to the differential inequality for moments of the distribution func-
tion

m+2

fim () < CIE( )| Latm ms) pm (E) 73,

or equivalently
d 1
(m + 3)@%1(’4‘) s <O E(t, )| ps+m®3)

we find that

. C t m+3
pn(0) < (075 + o [ Bl s

m—+3
s Bl )

. <

o, 2ge o) <

(As we shall see below, we need k > 2, so that uy(t) is not bounded a priori by
the conservation of mass and energy.) With this estimate

1B ety = VG % 9l oy < Clolt )]s, < Cn()
for
1 3 1. 9+ 3k

¢ 3+k 31T 6k

Assume that

assuming k < 6.

q>3+mie. or equivalently 6 — k <1’

3k+9 < 3k+9
T 66—k
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Recall that
3 < r < 15 implies that 12 <7’ < 3 so that k > 3.

Thus, let 3 < k <6 and 3 <r < 12 so that 12 <o/ =

that m;‘ 3 — k:j37 and let ¢ = 9+3k. With this choice of parameters, one has
q > 3+ m, and therefore

m—+3
0
T35, IE(s, M %arsy |1 E(s, )12 R~")

i (t) < (um(O)miz +

with
g 1-0 1

q 2 34m
— in other words

m+1 q m+13k+9

(m+3)g—2 m+35k—3"

If K > 6, pick k € ( 6); then, setting q = ggi and defining m by the

relation "”3 = k+3

one sets

g mt1l 4 - m+13k+9
 (m+3)¢g—2 m+35k—3"

The only difference is that, by the same argument as above

" . a,
HECE e < Cllptt I sgs ooy < Cllot, M Gyl (s )||L#(R3)
3

U+t )] 545 ) < O+ 7).

since the total mass at time ¢ is bounded by the initial total mass.
Therefore, applying Young’s classical inequality”

Ct 3_\p —1—6 m+3
pn(t) < (1 (0)77 + ———(1+ sup px(s)7F)?V2gn
m+3 0<s<t

, ct (1 1 s
< (/Jm(o)"”“‘ + (9(1‘*‘ sup pi(s)3F )+1_9V25m>>

m+3 0<s<t
SCA+H)™3 1+ sup pu(s)5%)m .
0<s<t

"For each a,b > 0 and each p, ¢ > 1 such that l + % =1

aP bl
ab<—+—
p q
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Finally
[, )l rvs(ra)
to
/ s( E(t—s,x—sv)f(t—s,x—sv,v)dv) ds
0 R3

LFH3(RY)

_3
SCt(QJ T sup um(t—s)#i’»
0<s<to
_3 s s
<Oty T+ )FS (14 Oiugtuk(s)ﬁ) ==
S

4.4.5 Step 6: the final propagation estimate

Define
My(t) = sup jus(s).
0<s<t
Thus
[E(t, ) Lre+smrsy < Cllpo(t, ')Hﬁﬁg (B + () prersmsy + ([T (E )| v sy
t 1
< Clleot ol g o) + Ol o Mi(t) 52

3(m+3)

2—-3 m+3 sim+3)
+ Cty "1+ t) (14 Mg(t)) B+* .

Henceforth, assume that ¢ € [0,7] with T > 1; thus the inequality above sim-
plifies into

1
IB(t )l rssqms) < Cr(1+ Mi(®) 755 4 C'ln — My (1) 753
0

3(m+3)

+ Opt2T T (1 + My (t)) <97

Pick ty <1 < T such that

: 3(m+3)

(1+ My(t)) Geo? =1.

3l

fo

Then

1

B, ) perams) < 207(1+ My()) 7
3(m+ 3)
(2—3)(k+3)2
< Crr(1+ My (t) 75 In(1 + My(t)) .

+C M. (t) In(1 + Mg (t))

Thus we arrive at the differential inequality

< Crr(1 4 My(t) In(1 + My(t)),



78 CHAPTER 4. THE CAUCHY PROBLEM FOR VLASOV-POISSON

so that, integrating both sides of this inequality on [0, ¢], we conclude that

Mi(0) < M(0) + Cir [ (14 My (s)) In(1 + M)

for all t € [0,T].
Setting y(t) = 1 + Mj(t), one has

t
0 <y(t) <y(0)+ Ck,T/ y(s) Iny(s)ds
0
so that
Cr,ry(t) Iny(t)
y(0) + Crr [y y(s) Iny(s)ds
Integrating in time leads to the further inequality
90 + Cir [y y() y(s)d
y(0) ~ y(0)

< Ck,rIny(?).

< ¢
< C’k,T/ Iny(s)ds
0

and hence :
Iny(t) <Ilny(0) + C’kyT/ Iny(s)ds.
0
By the classical Gronwall inequality, one obtains
Iny(t) < et 7 Iny(0)

and therefore
y(t) < exp(etc’“T Iny(0)), tel0,T].

This completes the proof of Theorem 4.4.1.

4.5 Propagation of C! Regularity in Dimensions
2 and 3

In this section, we explain how the propagation of moments obtained in the two
previous sections can be used to establish the propagation for all positive times
of the C* regularity of the initial data.

The global existence of classical (C!) solutions of the Vlasov-Poisson system
has been obtained by Ukai-Okabe [20] in the case of space dimension 2, and by
Pfaffelmoser [17] and Lions-Perthame [10] independently in the case of space
dimension 3.

The key to obtaining classical solutions of the Vlasov-Poisson system is to
prove that the macroscopic (charge) density p € L>([0,T] x R?) for all T > 0.

One already knows that the weak solutions constructed above satisfy the
(weak) maximum principle, so that f € L>(R; x R? x R%). Obtaining a L™
bound on

p(t,z) = ft,x,v)dv
Rd
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is essentially equivalent to controlling the decay in v of the number density f.

In the work of Pfaffelmoser [17], this is done by choosing £ with compact
support in R? x R%. Controlling the electric field £ in L> leads to a control
of the growth of the support of f(¢,x,v) in the variable v for t > 0. With the
maximum principle for f, this results in an L control of p.

Unfortunately, compactly supported number densities are not very natural
in statistical mechanics — for instance, Maxwell-Boltzmann distributions have
excellent decay properties as |v| — oo, but are not compactly supported in v.
With a view towards physical applications, it is perhaps more realistic to control
the decay of f as |v| — oo, without necessarily assuming that f is compactly
supported. This is the Lions-Perthame approach, which we have adopted in this
course.

The decay of the distribution function f in the v variable is formulated
in terms of a convenient weighted estimate. Therefore, we first introduce the
appropriate class of weight functions w to be used for that purpose.

Let w € C*(R) be such that

w>0, w <0, andw(r)=0(r"%) witha >d.
Theorem 4.5.1 Assume that
0 < fi"(z,v) < w(|v]) and VGqx p™™ € L*(RY),

where we have denoted

pin — / fznd,u .
Rd

Assume that, for some kg, one has

// (1 + |v|*) f"(x,v)dzdv < oo,
RexR4

with
ko > d(d—1)

i.e.

ko>2ifd=2, whileko>6ifd=3.

Then there exists a weak solution (f, E) € C*(Ry x RIxR?) x C1(R; xR?)
of the Cauchy problem for Viasov-Poisson system satisfying the initial condition
f|t:0 = f*", together with the decay estimates

f@t,z,0) + Do f(t,2,0)] + [ Do f(t, 2,0)] = O(Jo] ™) as [v] = o0
uniformly in (t,z) € [0,T] x R
Notice that, by the estimate on the electric field

|2, )y < Clo™pommay  fd=3
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is a consequence of the other assumptions on f** in the 3-dimensional case.
The uniqueness of the solution f is not stated in the theorem above. It is
true and can be obtained as a consequence of some of the estimates already
used for the propagation of regularity. More recently, a very elegant uniqueness
estimate using Monge-Kantorovich distances has been proposed by Loeper [12].

4.5.1 Step 1: L* bound on the field
By Theorems 4.3.1 and 4.4.1, one has

up(t) < Crforall k=0,...,ky and all ¢t € [0,T].
By the interpolation inequality, one concludes that

lo(t,-)

HL%(Rd) < Cr forallte[0,T].

On the other hand, by the mass inequality, one has
ot ) ray < M™ for all t > 0.
Recall that the field is given by the expression

E(t,") = —VGax*p(t,)
= —(1p(0,1)VGa) * p(t,*) — (1B(0,1):VGa) * p(t,-),

and that

d
15(0,)VGa = O(|z|' "1, <1) € L™(RY) for all 1 <m < T

while
13(071)CVG(1 = O(|x\1_d1|z‘21) S LOO(Rd) .

Therefore, since W > d, one has

)

1501y VGa) * p(t, )l Loera) < Callp(ts )| kota ®%)

while
[(Xp0,1: VGa) * p(t, )| oo (ray < Chllp(t, )l (may -

This implies that
ko+d

Bt Mooy < Call (e, e

+ Callo(t, ) 2 e
< Cy0p + CHOM™ =: Ag .
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4.5.2 Step 2: L*° bound on the charge density
Then

i // (f(t,w,v) - w(‘vl — At))er.'L‘d’U
dt RixRA
= //PthRd(A — E(tyf) . ‘%l)w’(‘ﬂ — At)l(f(t@,q;)zw(h;\—At))dwdv <0

so that '
fi(xz,v) <w(v|) for ae. (z,v) € R x R4

implies that
ft,z,v) <w(jv| — At)  for a.e. (t,z,v) € Ry x R? x R%.

In particular, since w is nonincreasing,

p(t,x) = flt,z,v)do < / w(|v] — At)dv
Rd

Rd

< w(fAT)/ dv +/ w(|v| — At)dv
[v|<AT |v|>At

< w(—AT)(AT)4 B(0,1)| + |Sd_1|/ w(r — At)r®=tdr
At
< w(—AT)(AT)4 B?| + |sd—1|/ w(r) (AT 4 r)*'dr =: Ry < 00,
0
for a.e. (t,x,v) € Ry x R4 x R4,

4.5.3 Step 3: Estimating D, , f
First, we estimate
L(t) = HDJCf(tv ) ')||L°°(Rd><Rd) + Hva(tv ) ')llL“(Rded)

in terms of
D E(t, )| Lo ray -

Differentiating the Vlasov equation in x and v, one has

O +v- Vo + Blt,2) - V) (Da:ﬂt, z, v)>

- ((} DmEE)t,x)T> (g%gt;z;)) 7

so that

(Ot +v-Vo+ E(t,z) Vy)(|Def(t,z,0)| + | Dy f(t, z,v)|)
< A+ D E(t, ) )(|De f(t, 2, 0) + [ Do f (£, 2,0)])
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for a.e. (t,z,v) € Ry x R% x R?. Hence

L(t) < L(0) exp ( [a+ip.se ~>||Lm(Rd>>ds) |
Setting .
IO = [ @ IDLEGs, )l (R)ds,
0
one has indeed
(@ +v-Vy+ E(t,z) V )((|D f(t,z,0)| + | Dy f(t, 7, 0) J<t>)
< (1Da f(t,2, )| + 1Dy f(t,2,0) )~ O Dy E(t, )] — | DaB(s, )l 1) < 0

for a.e. (t,z,v) € Ry x R? x R%, and one concludes by the maximum principle
that

((IDa;f(t,x,v)| + \va(t,x,v)|)e—J(t>)

< sup (|D f(0,z,v)| + [ Dy f(0,2,v)[)e @ = L(0).
zeR4

4.5.4 Step 4: Estimating D, F
Next we estimate
IDLE(t, )| oo rey = V2 Ga* p(t, )| Lo (mey -

This cannot be estimated by p(t, )| ) because the Calderén-Zygmund in-
equality does not hold in L*°. Instead, we use the following lemma.

Lemma 4.5.2 Let Q be a continuous function on S%1 such that

/ Qy)ds(y) =0,
Sd*l

()

||

and let
K =

Then
1K % @ oo (ra
<12 poe sy (IS H + 101l 1 ray + ST 6] oo ety In(L + [ DY oo (my) -
Proof of Lemma 4.5.2. Split the integral as

o) )
/y|>e a2 )dy‘/|y>1 pla *@ Ty

o)
—y)d
+/r§y|§1 ly|* e = u)dy

(%)
+/ 4 (ZS(I*y)dy:Il‘i’Iz#‘Ig.
<|y|<r

Yl
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First
14 < 190 2 s 1 bl e -
Next J
)
I < (19 e st 6] e ety / ]
r<lyl<t 1Yl
_ dR
= I~ dlmmals® [ L
r<|y|<1

B 1
= | = (s0)l| D[] oo (Rt [S* | In o

where the first equality comes from computing the integral in spherical coordi-
nates.
Finally

e

1)

Q(
I = /
e<|y|<r |y

[<|y<7‘ Q|(y||%)dy - /: de /S(H Q(z)ds(z) =0

in spherical coordinates R = |y| and z = y/R. Thus

<

(¢(z —y) — d(x))dy

IS8

since

|I3| <

0O Y
/ » W) (40 — ) — b))y

|yl

Q Y
</€<,,|<T| SO — ) — ey

ly|¢
dy
Sy L Py =
ly|<r |y|

= 1@l = (s0) [ D oo (rety S -

Eventually, one arrives at the inequality

o)
‘ /| ol — )y

_ 1 _
<190z s (1ol ey + 9] 2 ey 18T = + [ DYl o (e[S )

which holds for all r € (0,1). Setting
1
T =
L+ || Dol Lo (re)

in the inequality above leads to the desired estimate. m
Applying this lemma to control the derivatives of the field, one finds that

D2 E(t, )|l Lo ey = [V2Ga* p(t, )|l oo (ra)
SO+ [lpt Moy + 1o )l Lo rey (1 + | Dp(t, ) || Lo (r4)))
SCT(]'J'_IH(]‘—’—HDP(ta)|‘L°°(Rd)))7 te [07T]
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4.5.5 Step 5: Estimating D,p
At this point, we return to the differential inequality

(9 +v- Vo + E(t,x) - V,)(|Da f(t,2,0)] + Do f(t,2,0)])
< (1+ DL B(t 2)) (D f(t,,0)] + Do f(t 2, 0)])

and we recall that

(8t +v- VT + E(t,l’) : v“) <(|D”ﬁf(taxav)| + |D1,f(t,,’1},’l))|)67‘7(t)) S Oa

where .
50 = [ (0 IDLEs e
Setting
g(t,2,v) = (|Def(t,2,0)| + | D f(t,,0) Je ",
one has

¢ // (9(t,2,v) — w(|v| — At))+dzdv
dt J Jrixra
< // (A—E(t,z) - ﬁl )w/(|11| — At)1g(t,m,u)2w(|v\fAt)d$dU <0.
RIxR4

Therefore ‘ .
| Do f*"(z,0)[ + [ Do f*" (2, v)| < w(v)
which imples that
D2 f(t,2,0)] + | Dy f(t,2,0)] < e’ Pw(|o] — At).

for a.e. (t,r,v) € Ry x R x R%. In particular

Dap(t,2)| < / Do f(t, 2, 0)|dv < e‘](t)/ w(lv] - At)dv < Rpe’® |
R4 R4

4.5.6 Step 6: Conclusion
Putting together the estimates in the last two steps, we find that

t
J(t) < T+ Cr / (1+1n(1 + | Dp(s, )| = eyl
0
t
<T+ CT/ (1+1In(1 + Rye’®)))ds
0
t
<T(+Cr)+ OT/ In(1 + Rpe’®))ds
0

t
<T(1+Cr)+ CT/ In((1+ Ry)e’®)ds
0

<T(1+Cr(1+1n(1 + Ry))) + Cr /t J(s)ds.
0
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By Gronwall’s inequality
Jt) < T+ Cr(1+1In(1 + Rp)))eTCT  forall t € [0,7T7.
Returning to step 4, we see that
| Daplt, )|y < R exp(T(1+ Cr(1 + In(1 + Ry)))e™e")
and inserting this estimate in the conclusion of step 3 shows that
D E(t, )| o (ray < Cr(1+In(1 4+ Ry exp(T(1+ Cp(1+In(1 + Ry)))e’ ©T)))

for all ¢ € [0,T].
Finally, returning to step 2 shows that

1D f(t, s Mo ey + 1 Do f (&5 )| oo ey = L(t) < L(0)e”®
< (I1Def " L may + 1 Do f | oo (may) exp(T(1+ Cr(1+ In(1 + Ry)))e” “T)

and this concludes the proof.
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