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Abstract

We consider the sub-critical generalized Korteweg-de Vries equation :

ut + (uxx + u4)x = 0, t, x ∈ R.

Let Rj(t, x) = Qcj (x − xj − cjt) (j = 1, . . . , N) be N soliton solutions
to this equation. Denote U(t) the KdV linear group, and let V be in an
adequate weighted Sobolev space.

We construct a solution u(t) to the generalized Korteweg-de Vries
equation such that :

lim
t→∞

‚‚‚u(t)− U(t)V −
NX

j=1

Rj(t)
‚‚‚

H1
= 0.

1 Introduction

1.1 General setting
We consider the following sub-critical generalized Korteweg-de Vries equation :

ut + (uxx + u4)x = 0, t, x ∈ R. (1)

It is a special case of the generalized Korteweg-de Vries equation :

ut + (uxx + up)x = 0, t, x ∈ R, (2)

where p ≥ 2. The case p = 2 corresponds to the original equation introduced by
Korteweg and de Vries [9] in the context of shallow water waves. For both p = 2
and p = 3, this equation has many applications to Physics : see for example
Miura [21], Lamb [11].

There are two formally conserved quantities for solutions to (2) :∫
u2(t) =

∫
u2(0) (L2 mass), (3)

E(u(t)) =
1
2

∫
u2
x(t)−

1
p+ 1

∫
up+1(t) = E(u(0)) (energy). (4)
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The local Cauchy problem for (2) has been intensively studied by many authors.
Kenig, Ponce and Vega [7] proved the following existence and uniqueness result
in H1(R) : for u0 ∈ H1(R), there exist T = T (‖u0‖H1) > 0 and a solution
u ∈ C([0, T ],H1(R)) to (1) satisfying u(0) = u0, which is unique in some class
YT ⊂ C([0, T ],H1(R)). For such a solution, one has conservation of mass and
energy. Moreover, if T1 denotes the maximal time of existence for u, then either
T1 = +∞ (global solution) or T1 < ∞ and ‖u(t)‖H1 → ∞ as t ↑ T1 (blow-up
solution).

In the case 2 ≤ p < 5, all solutions to (2) in H1 are global and uniformly
bounded thanks to the conservation laws and the Gagliardo-Nirenberg inequal-
ity :

∀v ∈ H1(R),
∫
|v|p+1 ≤ C(p)

(∫
v2

) p+3
4
(∫

v2
x

) p−1
4

. (5)

The case p = 5 is L2-critical, in the sense that the mass remains unaffected by
scaling. If

ut + (uxx + u5)x = 0, t, x,∈ R, (6)

then uλ(t, x) = λ1/6u(λt, λ1/3x) is also a solution to (6), and ‖uλ‖L2 = ‖u‖L2 .
In this case, the local existence result of [7] is improved to initial data in L2

(instead of H1). However, existence of finite time blow-up solutions was proved
by Merle [20] and Martel and Merle [17]. Therefore p = 5 also appears as a
critical exponent for the long time behavior of solution to (2).

A fundamental property of (2) is the existence of a family of explicit traveling
wave solutions. If Q denotes the only solution (up to translation) of :

Q > 0, Q ∈ H1(R), Qxx +Qp = Q, i.e. Q(x) =

(
p+ 1

2 cosh2(p−1
2 x)

) 1
p−1

,

then for c > 0 the soliton

Rc,x0 = c
1

p−1Q(
√
c(x− x0 − ct)) is a solution to (2).

For p = 2 and p = 3, equation (2) is completely integrable, and thus has
very special features. The inverse scattering transform method allows to solve
the Cauchy problem in an appropriate space (for example if u0 ∈ H4 and
xu0 ∈ L1) and the qualitative behaviour of solutions is well understood. For
example, given u0 smooth and with rapid decay, there exist N solitons Rcj ,xj

such that ∥∥∥u(t)− N∑
j=1

Rcj ,xj
(t)
∥∥∥
L∞(x≥−t1/3)

≤ C

t1/3
(as t→∞).

See for example Schuur [23], Eckhaus and Schuur [5], Miura [21].
However, if p 6= 2 or 3, the inverse scattering transform method does not

longer apply, and the description of solutions in the general, non-integrable case
is an open problem. It can be decomposed in two types of problems.

Problem 1 : Asymptotic behaviour. Given an initial data u0, does the out coming
solution u(t) to (2) exists for all time ? If it does (for example in the subcritical
case), can its behavior be described, as t → ∞ ? If blow up happens, can the
blow up rate and profile be determined ?
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Problem 2 : Non-linear wave operator. Given some reasonable behaviour as
t → ∞, can we find a solution u(t) to (2) defined for large enough t, with
this behaviour ? Is there uniqueness for u(t) ?

1.2 Recent results on Problems 1 and 2
Let us now develop some recent results which will be the base to our result. We
denote U(t) the linear operator for KdV equation, i.e. v(t) = U(t)V satisfies
vt + vxxx = 0, v(0) = V .

The first result deals with scattering for small initial data, a problem studied
by many authors (see for example [24], [22], [2], [6]). Let us remind the result
of Hayashi and Naumkin [6]. Introduce the following weighted Sobolev spaces :

Hs,m = {φ ∈ S ′| ‖φ‖Hs,m = ‖(1 + |x|2)m/2(1− ∂2
x)
s/2φ‖L2 <∞}. (7)

Scattering operator. Let p > 3. Given u0 small enough in H1,1, the out-coming
solution u(t) to (2) is global in time, and there is scattering, in the sense that
there exists a function V ∈ L2 so that :

‖u(t)− U(t)V ‖L2 → 0 as t→∞.

Furthermore, ‖u(t)‖L∞ ≤ Ct−1/3 (linear decay rate).

This is the description of solutions with initial data around 0 (in H1,1), a
result which can be understood as stability around 0.

The second type of results we want to focus on is that which describes the
solutions around solitons or a sum of solitons. The following result of Martel,
Merle, Tsai [18] solves the problem of stability in H1 of a sum of N decoupled
solitons (see also Martel and Merle [14]).

Stability of the sum of N solitons. Suppose p = 2, 3 or 4. Let N ∈ N, and
0 < c1 < . . . < cN . There exist γ0 and α0 (small) and A, L0 (large), so that the
following is true. Assume that there exist L ≥ L0, α < α0 and x0

1 < . . . < x0
N

such that :∥∥∥∥u(0)−
N∑
j=1

Qcj
(· − x0

j )
∥∥∥∥
H1

≤ α, with x0
j ≥ x0

j−1 + L, for j = 2, . . . , N.

Then there exist x1(t), . . . , xN (t) ∈ R such that :

∀t ≥ 0,
∥∥∥∥u(t)− N∑

j=1

Qcj (· − xj(t)− cjt)
∥∥∥∥
H1

≤ A(α+ e−γ0L).

These results are related to Problem 1. Let us now turn to results concerning
Problem 2. First, Martel [12] proved the existence and uniqueness of N -solitons
in the cases p = 2, 3, 4 or 5 :

Existence and uniqueness of the N -soliton. Let p ∈ [2, 5]. Let N ∈ N, 0 <
c1 < . . . < cN , and x1, . . . , xN ∈ R. There exist T0 ∈ R and a unique function
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u ∈ C([T0,+∞),R), which is a H1 solution to (1), and such that :∥∥∥∥u(t)− N∑
j=1

Qcj
(· − xj − cjt)

∥∥∥∥
H1

= 0 as t→∞.

Furthermore, u ∈ C∞([T0,∞) × R) and convergence takes place in Hs for all
s ≥ 0, with an exponential decay :

∃γ > 0, ∀s ≥ 0,∃As /

∥∥∥∥u(t)− N∑
j=1

Qcj
(· − xj − cjt)

∥∥∥∥
H1

≤ Ase
−γt.

This result appears as a development of monotonicity properties and a dy-
namical argument, ideas which where used by Martel and Merle [14] and Martel,
Merle and Tsai [18].

However, it is a surprise that the method could be adapted even to the critical
case p = 5, although it is well known that solitons are unstable in H1(R) : there
is in fact blow-up for a large class of initial data and the blow-up profile is stable,
see [15], [17], [20], [16]. Another surprise is uniqueness of the N -soliton.

Notice that in view of this result, the stability of a sum of N solitons can be
interpreted as stability of the N -soliton (solution to (2)).

The last result solves the case of a linear behavior, that is the existence of a
wave operator :

Large data wave operator. Let p > 3, and V ∈ H2,2. There exist T0 ∈ R and
u ∈ C([T0,∞),H1) solution to (2) such that :

‖u(t)− U(t)V ‖H1 → 0 as t→∞.

Furthermore u is unique in an adapted class.

In the same way that the result of Martel [12] was based on considerations of
Martel, Merle and Tsai [18], this result strongly relies on the analysis of Hayashi
and Naumkin [6].

1.3 Statement of the main result
Our goal is to construct solutions which behave like a sum of a linear term
U(t)V , and of N solitons, in the subcritical p < 5 case. Notice that in [3]
such solutions are constructed in the critical case p = 5. More precisely, given
0 < c1 < . . . < cn and x1, . . . xN ∈ R, we would like to construct solutions u(t)
to (2), defined for large enough times and such that

∥∥∥u(t)− U(t)V −
N∑
j=1

Rcj ,xj (t)
∥∥∥
H1

→ 0 as t→∞.

In this article, we construct such solutions in the case p = 4 (that is, for equation
(1)), provided that V is smooth enough, with sufficient decay on the right. From
now on and throughout the rest of the article,

we focus on the sub-critical case p = 4. (8)
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Let us first remind the functional setting which will be used throughout the
proofs. Fix once for all the three constants :

γ ∈ (0, 1/3), α =
1
2
− γ ∈ (0, 1/2) and δ =

1− 2γ
3

> 0. (9)

(γ is arbitrary). These constants are those of [6] in the case p = 4.
Again as in [6], we will use the notation D = ∂x = ∂

∂x for the partial
differentiation with respect to the space variable x, and

Dαf = F−1ξαe−(iπ/2)(1+α)f̂ ,

along with the two following operators

J tf = U(t)xU(−t)f = (x− 3t∂2
x)f, and Itφ = xφ+ 3t

∫ x

−∞
∂tf(t, y)dy.

We write J t and It so as to emphasize that we will always consider norms at a
fixed time t although J t and It are space-time operators.

Our working spaces will be defined through the time dependent M t
0 norm :

Ht = {f ∈ L2(R)|M t
0(f) = ‖f‖H1 + ‖DJ tf‖L2 + ‖DαJ tf‖L2 <∞}.

J t only appears in the norm, as it is convenient to do linear estimates (see [6],
Lemma 2.3). But we introduced It because it is easier to handle when doing
energy methods estimates. Notice that M0

0 is very similar to ‖ · ‖H1,1 .
We will finally use the following notation for weighted spaces : for a positive

function h,

‖f‖2
Hs(h) =

∫
|(Id−∆)s/2f |2(x)h(x)dx.

Following a usual convention, different positive constants might be denoted
by the same letter C.

Our main result is the following.

Theorem 1 (Nonlinear wave operator). Let V ∈ H5,1∩H2,2 be such that :

x
4/3
+ D5V ∈ L2, x8

+V ∈ H1,

(where x+ = max{0, x}). Let N ∈ N, 0 < c1 < . . . < cN and x1, . . . , xN ∈ R.
Denote Rj(t, x) = Qcj

(x− xj − cjt) N solitons.
Then there exists u∗ ∈ C([T0,+∞),H4 ∩Ht

0), for some T0 ∈ R, solution to
(1), such that if we introduce :

w∗(t) = u∗(t)− U(t)V −
N∑
j=1

Rj(t),

we have
‖w∗(t)‖H4 +M t

0(w
∗(t)) → 0 as t→∞.

Furthermore, we have the following decay rate :

‖w∗(t)‖H4 ≤ Ct−1/3, M t
0(w

∗(t)) ≤ Ct−δ.

5



Remark 1. This result allows to work with large data (V large in L2), which
is both surprising and satisfactory. However, it deals with smooth and decaying
data. A natural setting would be a result with V ∈ H1, and some decay on the
right to ensure low interaction with the solitons. Theorem 1 should be viewed
as a step in the solving process of Problem 2.

An important change in the method of proof when considering [12] is the
following. Solitons have an exponential decay, and so integrability (in time) is
always automatic. Here the linear term U(t)V will interfere with the solitons to
produce a polynomial decay in time, and this will require taking care of.

Similarly, when handling the linear term U(t)V (following the framework of
[4]), we will have to take care of the interference of the solitons.

Remark 2. This result is similar to [3], where a non-linear wave operator is
constructed in the L2 critical case p = 5.

In both cases, the scheme of proof first dwells on the interaction with the
solitons, and in a second step uses arguments from the linear scattering theory
to control the interaction with the linear term (along with the results obtained
in the first step). The argument for the soliton interaction is very similar in the
case p = 4 and in the case p = 5. However, the second step is very different.

For p = 5, the linear scattering theory of Kenig, Ponce and Vega [8] is
available : it is done in L2, and so requires much less smoothness and decay on
V . The main difficulty is to mix both approaches, as the soliton theory relies
on an analysis in C0

tH
1
x, and the natural space in the theory of [8] is L5

xL
10
t :

in particular, solitons do not belong to this space (nor to L5
xL

10
t≥T for any T ).

The problem is then to separate the linear analysis from the non-linear one, and
when considering the interference of one over the other, to be able to interchange
integrals in time and in space in an adequate way. This can be done with a small
loss in the decay, with respect to the optimal result one can expect using this
method.

In the non-critical case, the scattering analysis of [8] is no longer available,
and we have to relie on the theory of Naumkin and Hayashi [6]. Their method
break down at some point, when taking care of the interference between the
solitons and the linear term. However, we manage to recover the leap by energy
method arguments, and this is why we have to reinforce the assumptions on V ,
and obtain a stronger convergence (H4). Our method could be adapted also to
the critical case, but would give a much less sharp result than what is obtained
in [3].

The problem of the uniqueness of solutions behaving as the sum of a linear
term and N soliton is an open question, in both the critical and sub-critical case.
Remind that if V = 0, one has uniqueness in H1 (see [12]) : this result is linked
with very fast convergence of the constructed solution to its profile not only in
H1 but in H4. However, it seems that one can not derive easily from this work
a proof for V 6= 0.

Remark 3. Theorem 1 is valid only for p = 4 for two main reasons. First, it
contains the existence of a scattering operator, so that p > 3. Second, it also
contains the existence of a N -soliton, which is only true for p ≤ 5. The fact that
our setting only deals with integer p comes from our crucial use of the regularity
of the non-linearity function x 7→ xp and also from better integrability properties
(if p ≥ 4 instead of p > 3).
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However, one can prove an analoguous result for p = 5, but that one would
be much less precise than we is stated in [3].

Remark 4. There are some analogous results for the (critical) non-linear Schrö-
dinger equation. See Bourgain and Wang [1], Krieger and Schlag [10], Merle [19].
In [1], a solution to the critical NLS equation with a given blow-up behaviour
is constructed : due to the conformal transform, this is in fact equivalent to
construct a solution to the critical NLS equation which behaves like the sum
of a soliton and a linear term. High smoothness and low interaction with the
soliton are required on the linear term.

In Section 2, we give a detailed outline of the proof of Theorem 1, decompos-
ing it into steps : each of these step is summarized in a proposition. In Section
3, we give some preliminary results and each of the following sections is devoted
to the proof of one of the propositions stated in Section 2.

Acknowledgment
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2 Outline of the proof

Let V ∈ H5,1 ∩ H2,2 such that x8
+D

5V ∈ L2 and x
4/3
+ V ∈ H1. Let 0 < c1 <

. . . < cN and x1, . . . , xN ∈ R. Denote the soliton with speed cj and shift xj :

Rj(t, x) = Qcj
(x− xj − cjt).

Define also R(t) =
∑N
j=1Rj(t).

Let Sn be an increasing sequence of time, so that Sn → ∞ as n → ∞. For
n > 0, we define un(t), the solution to{

unt + (unxx + u4
n)x = 0,

un(Sn) = U(Sn) +R(Sn).
(10)

Equivalently, we introduce the error term

wn(t) = un(t)− U(t)V −R(t),

so that wn(t) satisfies the equation{
wnt + wnxxx +

(
u4
n −

∑N
j=1R

4
j

)
x

= 0,

wn(Sn) = 0.
(11)

As un(Sn) ∈ H1, unn ∈ Cb(R,H1) ; the same thing is true for wn(t).

The heart of the proof of Theorem 1 is the following result.

Proposition 1 (Uniform estimates). There exists T0 such that for all n such
that Sn ≥ T0, the solution un(t) to (10) and the solution wn(t) to (11) belong
to C([T0, Sn],Ht

0 ∩H4). Furthermore, we have

∀t ∈ [T0, Sn], ‖wn(t)‖H4 ≤ C0t
−1/3, M t

0(wn(t)) ≤ C0t
−δ, (12)

for some constant C0 not depending on n (recall δ > 0 is introduced in (9)).
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The proof of this proposition requires several steps.

The first remark allows us to further assume smallness on wn(t), in order to
get the decay (12).

Proposition 1’ (Reduction of proof). There exist ε0 > 0, C0, and T0 ≥ 1
with 2C0T

−δ
0 ≤ ε0 such that the following is true, for all n ∈ N. Suppose that

there exists In ∈ [T0, Sn] such that

∀t ∈ [In, Sn], ‖wn(t)‖H4 +M t
0(wn(t)) ≤ ε0.

Then in fact

∀t ∈ [In, Sn], ‖wn(t)‖H4 ≤ C0t
−1/3, M t

0(wn(t)) ≤ C0t
−δ.

Proof of Proposition 1 assuming Proposition 1’. Let T0 = max{1, C1/δ
0 ε0}, and

define

I∗n = inf
t∗∈[1,Sn]

{t∗| ∀t ∈ [t∗, Sn], ‖wn(t)‖H4 +M t
0(wn(t)) ≤ ε0}.

As wn(Sn = 0), by upper semi-continuity of the norm of the flow (see [4, Ap-
pendix B]), we obtain that the set on which we do the infimum is non-empty,
so that I∗n < Sn.

Then of course, for all t ∈ (I∗n, Sn], ‖wn(t)‖H4 +M t
0(wn(t)) ≤ ε0. This allows

us to apply Proposition 1’ so that

∀t ∈ (I∗n, Sn], ‖wn(t)‖H4 ≤ C0t
−1/3, M t

0(wn(t)) ≤ C0t
−δ. (13)

If I∗n > 1, we also get that lim supt↓I∗n ‖wn(t)‖H4 + M t
0(wn(t)) ≥ ε0 (from the

minimality of I∗n). In particular, this gives

ε0 ≤ lim sup
t↓I∗n

‖wn(t)‖H4 +M t
0(wn(t)) ≤ 2C0I

∗
n
−δ.

So that I∗n ≤ ε0/(2C0))−1/δ. In any case, we get that I∗n ≤ T0 : (13) allows us
to conclude.

Thus, our goal is now to prove Proposition 1’.

Proof of Proposition 1’.
Step 1 : Monotonicity and non-linear tools. We obtain H1 estimates on the
right. Let us intoduce the cut-off speed

σ0 ∈ (0,min{c1, c2 − c1, . . . , cN − cN−1}), (14)

to be determined in the proof of the following Proposition 2, and the cut-off
function

ψ(x) =
2
π

arctan
(

exp
(
−
√
σ0

2
x

))
, ψ0(t, x) = ψ(x− σ0t− 2|x1|). (15)

ψ0(t) allows us to separate the solitons interaction from the U(t)V interaction.
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Proposition 2 (Interaction with the solitons). There exist σ1 > 0, ε1 > 0,
C1 and T1 such that the following is true. If σ0 ≤ σ1, ε0 ≤ ε1 and T0 ≥ T1,
then, for all n ∈ N and all t ∈ [In, Sn],

‖w‖H1(1−ψ0(t)) ≤ C1e
−σ0

√
σ0

4 t + C1‖U(t)V ‖H1(1−ψ0(t))

+ C1(Sn − t+ 1)‖U(t)V ‖L2(1−ψ0(Sn)) + C1

∫ Sn

t

‖U(t)V ‖H1(1−ψ0(t))dt.

Observe that this proposition in fact holds for all p ∈ [2, 5] ; however, we
will only do it for p = 4.

Essentially we obtain a polynomial decay on ‖wn(t)‖H1(1−ψ0(t)) (instead of
an exponential decay in the case of solely soliton). However the good point is
that we can choose this polynomial decay to be as fast as we want by lowering
the interaction of U(t)V with the solitons, that is, by requiring sufficicient decay
on the right for V .

Now we would like to complete the M t
0 estimate. But it happens that the

construction of [6] relies on a very nice cancelation involving the operators J t
and It, which allows a bootstrap in Ht

0. Here, this nice clockwork breaks down
because of the interaction with the solitons Rj (the precise term that arise will
be treated in full detail in the proof of the final step 4). We therefore are forced
to work in H3 which is the more natural space where all the computations of [6]
are done (of course in H3, the bootstrap of [6] doesn’t work anymore because
of a lack of information).

We need a good control on the interaction with the soliton at the H3

level : more precisely (this will be done in full detail in subsection, we need
t‖wn‖H3(1−ψ0(t)) be integrable in time. This can not be achieved by improving
Proposition 2 to H3, as its proof is done through considerations at H1 level.
This is why we go up to H4 : with a weak control on ‖wn‖H4 , and a strong
control on ‖wn‖H1(1−ψ0(t)), we obtain by interpolation the desired control on
‖wn‖H3(1−ψ0(t)). Indeed, we have the following corollary to Proposition 2, in
which we estimate some quantities which we will need later on.

Corollary 1. Suppose V ∈ H5,1 ∩H2,2 is such that

x
4/3
+ D5V ∈ L2, and x8

+V ∈ H1.

Then for some C ′1 > 0, we have, for all n ∈ N and for all t ∈ [In, Sn],

t‖wn(t)‖H3(1−ψ0(t)) + t‖U(t)V ‖H2(1−ψ0(t))

+ ‖U(t)V ‖H5(1−ψ0(t)) + ‖U(t)(xVx)‖H1(1−ψ0(t)) ≤
C ′1
t4/3

.

Proof. We combine the result of Proposition 2 and Lemma 3. First observe that
from Lemma 3, our assumptions translate to

‖D5U(t)V ‖L2(1−ψ0(t)) ≤ Ct−4/3, (16)

‖U(t)V ‖L2(1−ψ0(t)) + ‖U(t)Vx‖L2(1−ψ0(t)) ≤ Ct−8. (17)

So that by interpolation of (16) and (17),

‖U(t)V ‖H5(1−ψ0(t)) ≤ Ct−4/3.
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Again by interpolation, we get

‖U(t)V ‖H2(1−ψ0(t)) ≤ ‖U(t)V ‖3/4
H1(1−ψ0(t))

‖U(t)V ‖1/4
H5(1−ψ0(t))

≤ C

t
3
4 ·8

· C

t
1
4 ·

4
3
≤ C

t19/3
≤ C

t7/3
.

Now, by Proposition 2 and (17), we get

‖wn(t)‖H1(1−ψ0(t)) ≤
C

t7
.

Now recall that ‖wn(t)‖H4 ≤ ε0, so that by interpolation

‖wn(t)‖H3(1−ψ0(t)) ≤ C‖wn(t)‖1/3
H1(1−ψ0(t))

‖wn(t)‖2/3
H4(1−ψ0(t))

≤ C

t7/3
‖wn(t)‖2/3

H4 ≤
C

t7/3
.

For the xVx estimate : first notice that∫
V 2
xx(x)x

14/3
+ dx =

∫ ∞

0

V 2
xxx

14/3dx

= −
∫ ∞

0

VxxxVxx
14/3dx−

∫ ∞

0

VxxVxx
11/3dx

≤
(∫ ∞

0

V 2
xxxx

8/3dx

∫ ∞

0

V 2
x x

20/3dx

)1/2

+
(∫ ∞

0

V 2
xxx

8/3dx

∫ ∞

0

V 2
x x

14/3dx

)1/2

≤ ‖x4/3
+ Vxxx‖L2‖x10/3

+ Vx‖L2 + ‖x4/3
+ Vxx‖L2‖x7/3

+ Vx‖L2 .

As V ∈ H2,2, xVx ∈ H1, and moreover,∫ (
(xVx)2 + |D(xVx)|2

)
x

8/3
+ dx ≤

∫ (
V 2
x + V 2

xx

)
(1 + x

14/3
+ )dx,

so that

‖(1 + x
7/3
+ )(xVx)‖2

H1 ≤ ‖(1 + x
10/3
+ )V ‖H1‖(1 + x

4/3
+ )V ‖H3 .

From our H5 estimate and (1 + x8
+)V ∈ H1, we get

‖U(t)(xVx)‖H1(1−ψ0(t)) ≤ Ct−7/3‖(1 + x
7/3
+ )(xVx)‖H1 ≤ Ct−7/3.

Step 2 : Energy method estimates. Now that we have assumed H4 control, we
have to obtain H4 uniform decay.

Proposition 3 (Interaction with the linear term, H4 bounds). There
exists C2 such that ∀n ∈ N, ∀t ∈ [In, Sn],

‖wn(t)‖H4 ≤ C2

t1/3
.
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First consider L2 and H1 estimates. We want to control what happens in the
zone x < σ0t, that is the interaction with the linear term U(t)V : we follow the
framework of [4]. The crucial point is to use our a priori control on M t

0(w(t)).
We have

|wn(t, x)| ≤
C

t1/3

(
1 +

|x|
3
√
t

)−1/4

M t
0(wn(t)),

|wnx(t, x)| ≤
C

t2/3

(
1 +

|x|
3
√
t

)1/4

M t
0(wn(t)).

These, along with Proposition 2 allow to obtain the H1 decay estimate, in
a very similar way to [4].

For the higher order estimates, i.e. H2, H3 and H4, the pointwise control
that we have on wn and wnx is not enough. If we wanted to improve our control
to M t

0(wnx), we would always face the same problem for the higher order deriva-
tives. The path that we will follow to avoid this is to use almost conservation
quantities at level H2 etc. For example, let u be a solution to (1), then

d

dt

(∫
u2
xx −

20
3

∫
u2
xu

3

)
= 2

∫
u5
x + 80

∫
u3
xu

5.

Three elements are to be noticed. First, there is a corrective term
∫
u2
xu

3 to
prevent the apparition of

∫
u2
xxuxu

2, which we could not control, as noted in
[12]. Second,

∫
u3
xu

5 comes from the corrective term, and will never be harmful,
as it has a better integrability than the others (power 8 instead of 5). Third,∫
u5
x has a more than quadratic term in ux (when ux appear less than twice, we

can use directly our control on ‖ux‖L2 already obtained). To control this kind
of terms, we use the Gagliardo-Nirenberg inequality :

∀q ≥ 2, ∀v ∈ H1, ‖v‖qLq ≤ C(q)‖v‖
q+2
2

L2 ‖vx‖
q−2
2

L2 . (5)

As the maximal exponent on the term with highest derivatives is 5 or less,
exponent on ‖vx‖L2 will always be less than 2, which means that we will always
be in the position to apply Lemma 4. Assume for now that, when estimating
the derivative in time of the Hs+1 norm (squared) of wn(t), all terms have
appropriate control except for (β ∈ [0, 3])∫

|Dswn|2+β |Ds−1wn|3−β .

Further assume that all previous estimates gave a decay ‖wn‖Hs ≤ Ct−1/3.
Thus, as our term has power 5, from (5) we would get a control :∣∣∣∣ ddt‖wn‖2

Hs+1

∣∣∣∣ ≤ ‖wn‖5−β
Hs ‖wn‖βHs+1 ≤

‖wn‖βHs+1

t(5−β)/3
.

With µ = β/2, λ = (5− β)/3, Lemma 4 gives the decay ‖w‖Hs+1 ≤ Ct−ν , with

ν =
1
2

(5− β)/3− 1
1− β/2

=
1
3
.

11



This means that the rate of decay t−1/3 is likely to propagate as the regularity
index s increases (in fact, for p ≥ 4, similar computations show that the rate of
decay t−(p−3)/3 propagates). p integer is interesting regarding the regularity of
the non-linearity function : to obtain the H2 formula quoted, we already need
a C4 regularity, which translates to p ≥ 4. In any case, our assumption p = 4 is
now crucial. Of course we will need the estimate of Corollary 1 to handle some
interaction terms.

Observe finally that this decay rate of t−1/3 is the best one can expect, due
to the slow decay of the linear term U(t)V .

Step 3 : Linear tools from scattering theory. We can now complete the decay
estimate, by controling the remaining of the M t

0 norm.

Proposition 4 (Interaction with the linear term, M t
0 bound). There

exists C3 such that ∀n ∈ N, t ∈ [In, Sn]

M t
0(wn(t)) ≤

C3

tδ
.

Remind that M t
0(wn(t)) = ‖wn(t)‖H1 + ‖DαJ twn(t)‖L2 + ‖DJ twn(t)‖L2 .

‖wn(t)‖H1 has already been estimated, so we only need to focus on the last two
terms. We follow the framework of [6] and [4]. First, we estimate ‖DαItwn(t)‖L2

and ‖Itwnx(t)‖L2 . For this, we use the usual 1
2
d
dt‖f‖

2
L2 = (Lf, f), and plug in

Lf the equation satisfied by f : here f = DαItwn(t) or DItwn(t).
When doing the computations on (LItwnx(t), Itwnx(t)), we encounter a term

of the type ∫
(Itwnx(t))

2R2. (18)

This is localized term in space, but in H3 regularity instead of H1 regularity.
This fact explains that we needed to get decay for higher regularity norms than
just H1. Ideally, we would try to obtain directly H3 on the right decay. However,
this seems not to be possible. One easy way is to obtain low decay rate for the
global space norms Hs, which we did up to H4. Corollary 1 allows us to bound
this troublesome term (18).

This explains how to obtain

‖DαItwn(t)‖L2 + ‖Itwnx(t)‖L2 ≤ Ct−δ.

It remains to go back to J t, which is done in a similar way as in [6] and [4], and
does not raise more difficulties than those treated earlier.

This concludes the proof of Proposition 1’, and thus of Proposition 1.

We can now conclude :

Proof of Theorem 1.
Step 1 : A compactness result. From Proposition 1, we dispose of a sequence
un(t) defined on [T0, Sn], solution to (1), such that

u(Sn) = U(Sn)V +
N∑
j=1

Rj(Sn) = U(Sn) +R(Sn),

12



and that the uniform estimates hold (wn(t) = un(t)− U(t)V −R(t)) :

∃T0 ≥ 1,∃C0 > 0, ∀n ∈ N, ∀t ∈ [T0, Sn], ‖wn(t)‖H4 +M t
0(wn(t)) ≤

C0

tδ
.

Let us prove the following compactness result on the sequence un(T0).
Claim. We have

lim
A→∞

sup
n∈N

∫
|x|≥A

u2
n(T0, x)dx = 0.

Proof. Indeed, let ε > 0, and T (ε) such that C0T (ε)−δ ≤
√
ε. Then∫

(un(T (ε))− U(T (ε))V −R(T (ε))2 ≤ ε.

Let A(ε) be such that
∫
|x|≥A(ε)

(U(T (ε))V +R(T (ε)))2(x)dx ≤ ε ; we get∫
|x|≥A(ε)

u2
n(T (ε), x)dx ≤ 2ε.

Let g ∈ C3 a function such that g(x) = 0 if x ≤ 0, g(x) = 1 if x ≥ 2, and
furthermore 0 ≤ g′(x) ≤ 1, 0 ≤ g′′′(x) ≤ 1.

Remind that if f ∈ C3 does only depend on x, we have

d

dt

∫
u2
nf = −3

∫
un

2
xfx +

∫
u2
nfxxx +

8
5

∫
u5
nfx.

(See Lemma 7 and its proof). For C(ε) to be determined later, we then have :

d

dt

∫
u2
n(t, x)g

(
x−A(ε)
C(ε)

)
= − 3

C(ε)

∫
un

2
xg
′
(
x−A(ε)
C(ε)

)
+

1
C(ε)3

∫
u2
ng

′′′
(
x−A(ε)
C(ε)

)
+

8
5C(ε)

∫
u5
ng

′
(
x−A(ε)
C(ε)

)
.

As t ≥ T0 ≥ 1, un satisfies ‖un(t)‖H1 ≤ C0 + ‖V ‖H1 +
∑N
j=1 ‖Qcj‖H1 ≤ C0. So

that :∣∣∣∣ ddt
∫
u2
n(t, x)g

(
x−A(ε)
C(ε)

)∣∣∣∣
≤ 1
C(ε)

(
3
∫
un

2
x(t) +

∫
u2
n(t) +

8
5
‖un‖3

L∞

∫
u2
n(t)

)
≤ 1
C(ε)

(
3C02

+
8
5
23/2C05

)
.

Now choose C(ε) = max
{

1, T (ε)−T0
ε

(
3C02 + 8

523/2C05
)}

, from which we de-
rive ∣∣∣∣ ddt

∫
u2
n(t, x)g

(
x−A(ε)
C(ε)

)∣∣∣∣ ≤ ε

T (ε)− T0
.

And after integration in time between T0 and T (ε) :∫
x≥2C(ε)+A(ε)

u2
n(T0, x) ≤

∫
u2
n(T0, x)g

(
x−A(ε)
C(ε)

)
≤ 3ε.

13



Now considering d
dt

∫
u2
n(t, x)g

(
−A(ε)−x
C(ε)

)
, we get in a similar way∫

x≤−2C(ε)−A(ε)

u2
n(T0, x) ≤ 3ε.

So that if we denote Aε = 2C(ε/6) +A(ε/6), we obtain :

∀n ∈ N,
∫
|x|≥Aε

u2
n(T0, x) ≤ ε,

as claimed.

Step 2 : Construction of u∗. un(T0) is a bounded sequence in H4 ∩ HT0
0 , so

that it converges weakly to ϕ0 ∈ H4(R) ∩ HT0
0 (R) (up to a subsequence). The

previous compactness result ensures that the convergence is strong in L2(R).
Indeed, let ε > 0, and A such that

∫
|x|≥A ϕ

2
0(x)dx ≤ ε and

∀n ∈ N,
∫
|x|≥A

u2
n(T0, x) ≤ ε.

The injectionH1([−A,A]) ↪→ L2([−A,A]) is compact, so that
∫
|x|≤A |un(T0, x)−

ϕ0(x)|2dx→ 0. We thus derive that

lim sup
n∈N

‖un(T0)− ϕ0‖2
L2(R) ≤ 4ε.

As this is true for all ε > 0, un(T0) → ϕ0 in L2(R). By interpolation, un(T0)
converges strongly to ϕ0 in H3. Denote u∗(t) the solution to{

u∗t + (u∗xx + u∗4)x = 0,
u∗(T0) = ϕ0.

The Cauchy problem being globally well-posed in H1, u∗ is well defined. Now
the flow is continuous in H3, so that for all t ∈ R, un(t) → u∗(t) in H3, and we
can pass to the limit in the H3 estimates, to get

∀t ∈ R, ‖u∗(t)− U(t)V −R(t)‖H3 ≤ C0t
−1/3.

Denote w∗(t) = u∗(t)−U(t)V −R(t). wn(t) → w∗(t) in H1 so that w∗(t) is the
only possible weak limit of wn(t) in H4 ∩ Ht

0. In particular, the convergence is
strong in H3 and

‖w∗(t)‖H4 ≤ lim inf
n→∞

‖wn(t)‖H4 ≤ C0

t1/3
, M t

0(w
∗(t)) ≤ lim inf

n→∞
M t

0(wn(t)) ≤
C0

tδ
.

This completes the proof of Theorem 1.

This scheme of proof is similar to that of [12], [4]. Steps 2, 3 and 4 of the
proof of Proposition 1’ remain to be completed.

In Section 3, we present some preliminary results. In Section 4, we prove
Proposition 2. In Section 5, we prove Proposition 3. Finally, in Section 6, we
prove Proposition 4. This completes the proof of Proposition 1’, and thus, the
proof of Theorem 1.
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3 Preliminaries

3.1 Cut-off functions and notation for localized quantities
We already introduced σ0 ∈ (0, 1/2 min{c1, c2 − c1, . . . , cN − cN−1}), and the
cut off function

ψ(x) =
2
π

arctan
(

exp
(
−
√
σ0

2
x

))
. (15)

We can check that lim+∞ ψ = 0, lim−∞ ψ = 1, ψ is decreasing. Furthermore,
by direct computations :

ψ′(x) = −
√
σ0

2π cosh
(√

σ0

2 x
) , ψ′′′ =

σ0

4
ψ′(x)

(
1− 2

cosh
(√

σ0

2 x
)),

so that
|ψ′′′(x)| ≤ −σ0

4
ψ′(x). (19)

We introduce, for j = 1, . . . , N − 1,

mj(t) =
cj + cj+1

2
t+

xj + xj+1

2
, m0(t) = σ0t− 2|x1|.

So that we can define, for j = 0, . . . , N − 1,

ψj(t, x) = ψ(x−mj(t)), ψN (t, x) = 1.

Then we set, for j = 1, . . . , N − 1,

φ0(t) = ψ0(t), φj(t) = ψj(t)− ψj−1(t), φN (t) = 1− ψN−1(t).

By construction,
∑j
k=1 φk = ψj . Finally, we define some local quantities related

to mass and energy :

Mj(t) =
∫
u2
t (t)φj(t), Ej(t) =

∫ (
1
2
u2
x(t)−

1
5
u5(t)

)
φj(t),

Fj(t) = Ej(t) +
1

100
Mj(t).

3.2 Ht
0 estimates

Remind our notations

γ ∈
(

0,
1
3

)
, α =

1
2
− γ, δ =

1− 2γ
3

> 0, (9)

the operator J tf = xf − 3t∂2
xf = U(t)xU(−t)f , and our working norm

M t
0(f) = ‖f‖H1 + ‖DαJ tf‖L2 + ‖∂J tf‖L2 .

First a few remarks on M t
0. Of course M0

0 (f) ≤ C‖f‖H1,1 . Second, note that
J tU(t)V = U(t)xV (and U(t) is a Hs isometry), so that if V ∈ H1,1, we have
the uniform control in t :

M t
0(U(t)V ) ≤ C‖V ‖H1,1 . (20)

We now remind the linear results obtained in [6] (Lemma 2.2), in a slightly
improved form.
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Lemma 1 ([6]). Let t > 0 and f be a function so that M t
0(f) is bounded. Then

for r > 4,

‖f‖Lr ≤ C

(1 + t)1/3−1/(3r)
M t

0(f).

And one also has the point wise inequalities

|f(x)| ≤ CM t
0(f)

(1 + t)1/3

(
1 +

∣∣∣ x
t1/3

∣∣∣)− 1
4
, |fx(x)| ≤

CM t
0(f)

t2/3

(
1 +

∣∣∣ x
t1/3

∣∣∣) 1
4
.

As a simple consequence, for V ∈ H1,1, we have similar decay estimates on
U(t)V .

Proof. See [6], Lemma 2.2 and its proof (especially inequalities (2.16), (2.17)
and (2.18)). The proof of refinement can be found in [4], Appendix A.

We will also need the polarized version of Lemma 2.3 of [6] (in the case
p = 4) :

Lemma 2. Let p ≥ 3 and g, h : R → R. Then the following inequalities are
hold if their right-hand side is bounded :

‖Dαgp‖L2 ≤ C‖gp−1‖L2(‖ggx‖1/2
L∞ + ‖g‖3γ

L∞‖ggx‖
(1−3γ)/2
L∞ ),

‖Dα|g|p−1hx‖L2 ≤ C(‖Dαh‖L2 + ‖hx‖L2)(‖g‖p−3
L∞ ‖ggx‖L∞

+ ‖g‖p−3−2γ
L∞ ‖g‖2γ

L2‖ggx‖L∞ + ‖g‖p−3+2γ
L∞ ‖ggx‖1−γ

L∞ ).

Proof. See [6], Lemma 2.3 and its proof (case σ = 0).

3.3 Estimates of U(t)V on the right
Recall our definition of ψ0(t) (15), given σ0 > 0. We will often need estimates of
the type ‖U(t)V ‖H1(1−ψ0(t)), as it is a measure of the interaction between the
linear term U(t)V and the solitons.

Let us denote x+ = max{x, 0}.

Lemma 3 (U(t)V estimates on the right). Let f ∈ L2, then

‖U(t)f‖L2(1−ψ0(t)) ≤ ‖f‖L2(1−ψ0(t/2)) → 0 as t→∞. (21)

Assume in addition that (1 + xq+)f(x) ∈ L2, for some q > 0. Then there exists
a constant C = C(σ0, x1) independent of f such that

∀t ≥ 1, ‖U(t)f‖L2(1−ψ0(t)) ≤
C

tq
‖(1 + xq+)f(x)‖L2 . (22)

We will apply this result to V and its derivatives (see Corollary 1).

Proof. The key remark is that U(t) “pushes” the L2-mass on the left. We com-
pute :

d

dτ

∫
|U(2τ − t)f |2ψ0(τ)

= 2
∫

(U(2τ − t)f)τU(2τ − t)fψ0(τ) +
∫
|U(2τ − t)f |2ψ0τ (τ)
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= −4
∫
U(2τ − t)fxxxU(2τ − t)fψ0(τ) +

∫
|U(2τ − t)f |2ψ0τ (τ)

= 4
∫
U(2τ − t)fxxU(2τ − t)fxψ0(τ) + 4

∫
U(2τ − t)fxxU(2τ − t)fψ0x(τ)

+
∫
|U(2τ − t)f |2ψ0τ (τ)

= −6
∫
|U(2τ − t)fx|2ψ0x(τ)− 4

∫
U(2τ − t)fxU(2τ − t)fψ0xx(τ)

+
∫
|U(2τ − t)f |2ψ0τ (τ)

= −6
∫
|U(2τ − t)fx|2ψ0x(τ) +

∫
|U(2τ − t)f |2(2ψ0xxx(τ) + ψ0τ (τ)).

As ψxxx ≤ σ0
4 |ψx|, ψ0τ = −σ0ψ0x, and ψx < 0, we have that,

ψ0x(τ) < 0 and 2ψ0xxx(τ) + ψ0τ (τ) ≥ 0.

So that τ 7→
∫
U(2τ − t)f(x)2ψ0(τ, x)dx is an increasing function of τ . In par-

ticular, when comparing for τ = t and τ = t/2 (t ≥ 0), we have :

∀t ≥ 0,
∫
|U(t)f |2ψ0(t) ≥

∫
f2ψ0(t/2).

As the flow U(t) preserves the L2-mass, we get∫
|U(t)f |2(x)(1− ψ0(t, x))dx ≤

∫
f2(x)(1− ψ0(t/2, x))dx. (23)

Suppose that for some q > 0, (1 + xq+)f(x) ∈ L2. Then for t ≥ 1,∫
f2(1− ψ0(t/2)) =

∫
x≤σ0t/4

f2(1− ψ0(t/2)) +
∫
x≥σ0t/4

f2(1− ψ0(t/2))

≤ sup
x≤σ0t/4

(1− ψ0(t/2, x))
∫
f2 +

(
σ0t

4

)−2q ∫
x≥σ0t/4

x2qf2

≤ C(x0)e−
σ0
√

σ0
4 t‖f‖2

L2 + C(σ0)t−2q‖xq+f‖2
L2 .

And we get

∀t ≥ 1, ‖U(t)f‖L2(1−ψ0(t)) ≤
C

tq
‖(1 + x+)qf‖L2 ,

which is (22).

3.4 An ODE lemma
Lemma 4 (Booster). Let κ > 0, λ > 1, µ ∈ (0, 1), and f ∈ Lµ([a, b]) (0 <
a < b < +∞) be a non-negative upper semi-continuous function satisfying

∀t ∈ [a, b], f(t) ≤ C

tκ
+ C

∫ b

t

fµ(τ)
τλ

dτ,

Define ν = min{κ, λ−1
1−µ}. Then there exists k = k(C, κ, λ, µ) not depending on b

such that
∀t ∈ [a, b], f(t) ≤ kC

tν
.
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Remark 5. Of course, if instead we have

f(t) ≤ C

tκ
+

I∑
i=1

Ci

∫ b

t

fµi(τ)
τλi

dτ,

the final decay estimate is still valid, with ν = min{κ, (λi−1
1−µi

)i} being the least
favorable exponent.

Proof. Let k > 1 to be determined later. Let us consider

T = inf
{
τ ≥ a

∣∣∣∣∀t ∈ [τ, b], f(t) ≤ kC

tν

}
.

Observe that T is in fact minimal for the property. As b > 0, f(b) ≤ C
tν < kC

tν ,
so that by upper semi continuity, T < b. Then, if t ∈ [T, b], we have (t ≥ a > 0)

f(t) ≤ C

tν
+

C(kC)µ

(λ− 1 + cν)tλ−1+µν
.

If ν = λ−1
1−µ , λ−1+µν = (λ−1)

(
1 + µ

1−µ

)
= λ−1

1−µ = ν. Else ν = κ, λ−1
1−µ ≥ κ = ν

so that λ− 1 ≥ (1− µ)ν and λ− 1 + µν ≥ ν. In any case, we get

f(t) ≤ C
1 + (kC)µ

λ−1+µν

tν
.

Let us now choose k such that 2
(
1 + (kC)µ

λ−1+µν

)
≤ k, which is possible as µ <

1 (notice that k > 2). We get finally f(t) ≤ kC
2tν . By a standard continuity

argument, we deduce that T = a.

4 Estimates on the right : proof of Proposition 2
We follow the framework of [12]. The hypothesis we will use in this section is :

∀t ∈ [In, Sn], ‖wn(t)‖H1 ≤ ε0.

4.1 Modulation close to asymptotic profile

Let us remind that Qc(x) = c
1

p−1Q(
√
cx).

Lemma 5 (Modulation of wn(t)). There exist T2 and ε2 such that if In ≥ T2

and ε0 ≤ ε2, the following is true. For all t ∈ [In, Sn], there exist yj(t) and γj(t)
such that if we denote

R̃j(t, x) = Qγj(t)(x− yj(t)), R̃(t, x) =
N∑
j=1

R̃j(t, x),

w̃n(t) = un(t, x)− U(t)V − R̃(t, x),

we have for all j = 1, . . . , N ,∫
w̃n(t, x)R̃jx(t, x)dx = 0 and

∫
w̃n(t, x)R̃j(t, x)dx = 0.
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Moreover, there exists C2
1 such that :

‖w̃n(t)‖H1 +
N∑
j=1

|γj(t)− cj |+
N∑
j=1

|yj(t)− xj − cjt| ≤ C2
1ε0,

|y′j(t)− cj |+ |γ′j(t)| ≤ C2
1e
−σ0

√
σ0

2 t + C2
1‖U(t)V ‖L2(1−ψ0(t))

+ C2
1

(∫
w̃2
n(t)e

−√σ0|x−cjt|
)1/2

.

Proof. The construction of the modulated parameters (and the first estimate)
essentially relies on the implicit function theorem by a standard arguement : we
refer to [25] and [26].

Let us focus on the second estimate (local estimate). We begin by computing
the equation satisfied by w̃n. The equation satisfied by R̃k (using −ckRkx +
Rkxxx +R4

k)x = 0) is

R̃kt + R̃kxxx = (−y′k(t) + ck)R̃kx +
γ′k(t)
γk(t)

(
R̃k(t)

3
+ (x− yk(t))

R̃kx(t)
2

)
− ckR̃kx + R̃kxxx

= (−y′k(t) + ck)R̃kx +
γ′k(t)
γk(t)

(
R̃k(t)

3
+ (x− yk(t))

R̃kx(t)
2

)
− (R̃4

k)x.

So that w̃n = un(t)− U(t)V − R̃(t) satisfies

w̃nt + w̃nxxx =
N∑
k=1

(y′k(t)− ck)R̃kx −
N∑
k=1

γ′k
γk

(
R̃k
3

+ (x− yk(t))
R̃kx
2

)

−

(
(w̃n + U(t)V + R̃)4 −

N∑
k=1

R̃4
k

)
x

. (24)

Now, if we express R̃j in terms of Rj :

R̃jxt = −y′j(t)R̃jxx +
γ′j(t)
γj(t)

(
R̃jx(t)

3
+ (x− yj(t))

R̃jxx(t)
2

+
R̃jx(t)

2

)
.

And keeping in mind that d
dt

∫
w̃nR̃jx =

∫
w̃nR̃jx = 0, we get∫

w̃ntR̃jx = −
∫
w̃nR̃jxt =

∫
w̃n

(
y′j(t)−

γ′j(t)
γj(t)

x− yj(t)
2

)
R̃jxx.

We multiply (24) by R̃jx and integrate in x, and do integration by parts :

(y′j(t)− cj)
∫
R̃j

2

x = −y′j(t)
∫
w̃(t)R̃jxx +

γ′j(t)
2γj(t)

∫
w̃n(t)(x− yk(t))R̃jxx

−
∫
w̃n(t)R̃jxxxx −

∑
k,k 6=j

(ck − y′k(t))
∫
R̃jxR̃kx
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+
N∑
k=1

γ′k
γk

∫
R̃jx

(
R̃k
3

+ (x− yk(t))
R̃kx
2

)

−
∫ (

(w̃n + U(t)V + R̃)4 −
N∑
k=1

R̃4
k

)
R̃jxx.

First consider the 3 first terms. Remind that for all j = 1, . . . , N :

|R̃j(t, x)|+ |R̃jx(t, x)| ≤ Ce−
√
σ0|x−cjt|.

Furthermore, as Qxx = Q − Q4, we can express R̃jxx and R̃jxxxx in terms of
powers of R̃j . Hence, the integral part of these term is bounded by∫

|w̃n(t)|(1 + |x− cjt|)e−
√
σ0|x−cjt| ≤ C

(∫
|w̃n(t)|2e−

√
σ0|x−cjt|

)1/2

.

For the fourth term,
∫
|R̃jxRkx| ≤ e−

σ0
√

σ0
2 t. This also apply to the fifth term

for k 6= j, and for k = j :∫
R̃jx

(
R̃j
3

+ (x− yj(t))
R̃jx
2

)
= 0.

And for the non-linear last term, when developing, the large terms cancel one
another, so that we can control the rest by

C

∫
(|w̃n(t)|+ |U(t)V |)e−

√
σ0|x−cjt|.

Finally, we have altogether

|y′j(t)− cj | ≤ C

(
1 +

∣∣∣∣γ′j(t)γj(t)

∣∣∣∣)(∫ |w̃n(t)|2e−
√
σ0|x−cjt|

)1/2

+ Ce−
σ0
√

σ0
2 t

∑
k,k 6=j

|y′k(t)− ck|+ Ce−
σ0
√

σ0
2 t

∑
k,k 6=j

∣∣∣∣γ′k(t)γk(t)

∣∣∣∣
+ Ce−

σ0
√

σ0
2 t + C‖U(t)V ‖L2(1−ψ0(t)). (25)

Now, we have to do the same kind of argument on γj . Let us multiply (24) by
R̃j , using∫

w̃nt(t)R̃j = −
∫
w̃n(t)R̃jt(t) = −

γ′j(t)
2γj(t)

∫
(x− yj(t))w̃nR̃jx.

We obtain (after an integration by parts
∫

(x− yj(t))R̃jR̃jx = − 1
2

∫
R̃2
j ) :

1
12
γ′j(t)
γj(t)

∫
R̃2
j =

γ′j(t)
2γj(t)

∫
w̃n(t)(x− yk(t))R̃jx −

∫
w̃n(t)R̃jxxx

−
N∑
k=1

(ck − y′k(t))
∫
R̃jR̃kx +

∑
k 6=j

γ′k
γk

∫
R̃j

(
R̃k
3

+ (x− yk(t))
R̃kx
2

)
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−
∫ (w̃n + U(t)V + R̃)4 −

∑
k,k 6=j

R̃4
k

 R̃jx.

Let us notice again that the only possibly large term (in the first sum) is in fact∫
R̃jR̃jx = 0. If we argue like before, we get∣∣∣∣γ′j(t)γj(t)

∣∣∣∣ ≤ C

(
1 +

γ′j(t)|
γj(t)

)(∫
w̃2
n(t)e

−√σ0|x−cjt|
)1/2

+ Ce−
σ0
√

σ0
2 t

∑
k,k 6=j

|y′k(t)− ck|+ e−
σ0
√

σ0
2 t

∑
k,k 6=j

∣∣∣∣γ′k(t)γk(t)

∣∣∣∣
+ Ce−

σ0
√

σ0
2 t + C‖U(t)V ‖L2(1−ψ0(t)). (26)

We can now do some computations. Let us sum our 2N estimates (25) and (26)
together :

N∑
k=1

(
|y′k(t)− ck|+

∣∣∣∣γ′k(t)γk(t)

∣∣∣∣) ≤ C

(
1 +

N∑
k=1

|y′k(t)|+
N∑
k=1

∣∣∣∣γ′k(t)γk(t)

∣∣∣∣
)
‖w̃n‖L2

+ Ce−
σ0
√

σ0
2 t

(
N∑
k=1

|y′k(t)|+
∣∣∣∣γ′k(t)γk(t)

∣∣∣∣
)

+ Ce−
σ0
√

σ0
2 t + C‖U(t)V ‖L2(1−ψ0(t)).

So that for ε0 small enough, as ‖w̃n‖L2 ≤ ε0 , and t large enough, we get

N∑
k=1

|y′k(t)− ck|+
∣∣∣∣γ′k(t)γk(t)

∣∣∣∣ ≤ C.

Let us now go back to (25) : we get exactly what we want on |y′j(t)− cj |. In the
same way, as γk > σ0 for ε0 small enough (first estimate), we get the result for
|γ′j(t)| (plugging in (26)).

Let us remind that by construction

w̃(Sn) = w(Sn) = 0, yj(Sn) = xj + cjSn, γj(Sn) = cj , R̃j(Sn) = Rj(Sn).
(27)

Naturally, the geometric parameters yj(t) and γj(t) control the distance between
Rj(t) and R̃j(t) :

‖R̃j(t)−Rj(t)‖2
Hs ≤ C(s)(|yj(t)− xj − cjt|2 + |γj(t)− cj(t)|2).

For simplicity of notation, let us denote

ṽn(t) = w̃n(t) + U(t)V = un(t)− R̃(t).

Lemma 6 (Main terms in Mj and Ej, j ≥ 1). We have, for all t ∈ [In, Sn],

(1)
∣∣∣∣Mj(t)−

(∫
Q2
γj(t)

+ 2
∫
ṽn(t)R̃j(t) +

∫
ṽ2
n(t)φj(t)

)∣∣∣∣ ≤ C3
1e
−σ0

√
σ0

2 t,

(2)
∣∣∣∣Ej(t)− [1

2

∫
(ṽn2

x(t)− 4R̃3
j (t)ṽ

2
n(t))φj(t)− γj(t)

∫
ṽn(t)R̃j(t)
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+ E(Qγj(t))
]∣∣∣∣ ≤ C3

1e
−σ0

√
σ0

2 t + C3
1ε0

∫
ṽ2
n(t)φj(t),

(3)
∣∣∣∣(Ej(t) +

γj(t)
2

Mj(t)
)
−
(
E(Qγj(t)) +

γj(t)
2

∫
Q2
γj(t)

)
− 1

2
Hj(t)

∣∣∣∣
≤ C3

1e
−σ0

√
σ0

2 t + C3
1ε0

∫
ṽ2
n(t)φj(t),

where Hj(t) =
∫

(ṽn2
x(t)− 4R̃3

j (t)ṽ
2
n(t) + γj(t)ṽ2

n(t))φj(t).

Proof. (1) We compute (un = ṽn + R̃) :

Mj(t) =
∫
u2
nφj(t) =

∫ (
ṽ2
n + 2ṽnR̃(t) +

N∑
k=1

R̃2
k(t)

)
φj(t).

As φj(t) is localized in the interval [mj−1(t),mj(t)] like R̃j(t), we get for k 6= j∫
R̃2
k(t)φj(t) ≤ Ce−

σ0
√

σ0
2 t, and

∣∣∣∣∫ R̃2
j (t)φj(t)−

∫
Q2
γj(t)

∣∣∣∣ ≤ Ce−
σ0
√

σ0
2 t.

(2) In the same way,

Ej(t) =
∫ (

1
2
(ṽn2

x(t) + 2ṽnx(t)R̃x + R̃2
x)−

1
5
(ṽn(t) + R̃(t))5

)
φj(t)

=
∫

(
1
2
ṽn

2
x(t)− 2R̃3ṽ2

n(t))φj +
∫

(
1
2
R̃2
x −

1
5
R̃5)φj(t)

−
∫
ṽn(t)(R̃xx + R̃4)φj −

∫
R̃xṽn(t)φjx

+
∫ [

(−(ṽn(t) + R̃)5 + R̃5)
5

+ ṽn(t)R̃4 + 2R̃3ṽ2
n(t)

]
φj .

We keep the first integral untouched. The second one is E(Qγj(t)) up to an
exponential correction. For the third one, recall that Qxx + Q4 = Q, so that
again ∫

ṽn(t)(R̃xx + R̃4)φj = γj(t)
∫
ṽn(t)R̃j(t) +O(e−

σ0
√

σ0
2 t).

The fourth one is exponentially small (with R̃ and φjx). Finally the fifth is of
order at least 3 in vn, so that we control it by∫

ṽn(t)kφj(t) ≤ ‖ṽn(t)‖L∞
∫
ṽn(t)2φj(t).

This gives the desired result.

(3) is the sum of (1) and (2). Notice that the scalar product
∫
ṽn(t)R̃j(t) cancels

in Hj : the linear combination has been constructed for this.

As usual, we now need definite positiveness on the quadratic form linked to
the linearized operator of (1) around the soliton Rj .
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Proposition 5 (Positivity of a quadratic form, sub-critical case). There
exists σ1 > 0 small enough so that the following is true. For σ0 ≤ σ1, there exist
T3 = T3(σ0) and λ1 > 0 (not depending on σ0), so that for all t ≥ T3, for all
j = 1, . . . , N , and for all v ∈ H1,∫

(v2
x − 4R̃j(t)3v2 + γj(t)v2)φj(t)

≥ λ1

∫
(v2
x + v2)φj(t)−

1
λ1

((∫
vR̃j(t)

)2

+
(∫

vR̃jx(t)
)2
)
.

Proof. A similar result can be found in [18, Lemma 4], [17, Appendix A] and
[3, Appendix], to which we refer for the proof.

From now on and throughout the rest of the proof, σ0 < σ1 is fixed.

4.2 Monotonicity properties
The next step is a surprising and crucial almost-monotonicity lemma.

Lemma 7 (Monotonicity property [13]). There exists C1
1 > 0 such that for

all j = 0, . . . , N and t ∈ [In, Sn],

j∑
k=0

(Mk(Sn)−Mk(t)) ≥ −C1
1e
−σ0

√
σ0

2 t,

j∑
k=0

(Fk(Sn)− Fk(t)) ≥ −C1
1e
−σ0

√
σ0

2 t.

Proof. This lemma is very similar to the monotonicity Lemma of [18] and [12].
The only difference is the presence of the term U(t)V : this will be taken care of
essentially due to the smallness of ‖U(t)V ‖L∞ . Let us now do the computations.
First notice that

j∑
k=0

Mk(t) =
∫
un

2
t (t)ψj(t),

j∑
k=0

Ek(t) =
∫ (

1
2
un

2
x(t)−

1
5
u5
n(t)

)
ψj(t).

For j = N , the result is the conservation of mass and energy. Otherwise we
compute for f(t, x) ∈ C3 :

d

dt

∫
u2
nf −

∫
u2
nft = 2

∫
untunf = −2

∫
(unxx + u4

n)xunf

= 2
∫

(unxx + u4
n)(unxf + unfx)

=
∫ (

−3un2
x +

8
5
u5
n

)
fx − 2

∫
unxunfxx

=
∫ (

−3un2
x +

8
5
u5
n

)
fx +

∫
u2
nfxxx.

So that we get

d

dt

∫
u2
nψj(t) = −

∫ (
3un2

x +m′
j(t)u

2
n −

8
5
u5
n

)
ψjx +

∫
u2
nψjxxx.
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But m′
j(t) ≥ σ0 so that by (19), and ψjx ≤ 0 :

d

dt

∫
u2
nψj(t) ≥

∫ (
3un2

x +
3σ0

4
− 8

5
u5
n

)
|ψjx(t)|

It remains to bound the third term. We consider two cases : let R0 > 0 be
chosen later. When x ∈ [cjt + xj + R0, cj+1t + xj+1 − R0], ψjx is big but R(t)
is small so that un too. More precisely,∣∣∣∣85u3

n(t, x)
∣∣∣∣ ≤ C(‖wn(t)‖3

L∞ + ‖U(t)V ‖3
L∞ + |R(t, x)|3)

≤ C(ε30 + t−1 + e−
√
σ0R0) ≤ σ0

4
, (28)

if R0 and T0 are large enough, and ε0 is small enough. On this interval, the
second term is larger than the third.

When x is not on the previously considered interval, then x /∈ [mj(t) −
σ0t,mj(t) + σ0t] (for T0 large enough), so that

|ψjx(t, x)| ≤ Ce−
σ0
√

σ0
2 t.

Now by interpolation between L2 and H1, we have a uniform control
∫
|un|5 ≤

C. So that finally

d

dt

∫
u2
nψj(t) ≥

∫ (
3un2

x +
σ0

2
u2
n

)
|ψjx(t)| − Ce−

σ0
√

σ0
2 t ≥ Ce−

σ0
√

σ0
2 t. (29)

We integrate this last estimate between t and Sn, and this gives the estimates
on Mj .

For the estimates on Fj , we compute in a similar way

d

dt

∫ (
un

2
x −

2
5
u5
n

)
f −

∫ (
un

2
x −

2
5
u5
n

)
ft

= 2
∫

(unxtunx − u4
nunt)f = −2

∫
unt(unxx + u4

n)f − 2
∫
untunxfx

= −
∫

(unxx + u4
n)

2fx + 2
∫

(unxx + u4
n)xunxfx

= −
∫ (

(unxx + u4
n)

2 + 2un2
xx − 8un2

xu
3
n

)
fx − 2

∫
unxxunxfxx

= −
∫ (

(unxx + u4
n)

2 + 2un2
xx − 8un2

xu
3
n

)
fx +

∫
un

2
xfxxx.

So that

d

dt

∫ (
un

2
x −

2
5
u5
n

)
ψj(t)

= −
∫ (

(unxx + u4
n)

2 + 2un2
xx − 8un2

xu
3
n

)
ψjx(t)

−m′
j(t)

∫ (
un

2
x −

2
5
u5
n

)
ψjx(t) +

∫
un

2
xψjxxx(t).
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Again m′
j(t) ≥ σ0 and |m′

j(t)| ≤ cN , so that
∫
un

2
xψjxxx(t)−

σ0
4

∫
un

2
xψjx(t) ≥ 0

and

d

dt

∫ (
un

2
x −

2u5
n

5

)
ψj(t) ≥

3σ0

4

∫
un

2
x|ψjx(t)|

−
∫ (

8un2
x|un|3 −

2cN
5
|un|5

)
|ψjx(t)|. (30)

To bound
∫
un

2
x|un|3|ψjx(t)|, we proceed like before and get

8
∫
un

2
x|un|3|ψjx(t)| ≥ −σ0

2

∫
|un2

x|ψjx(t)− Ce−
σ0
√

σ0
2 t. (31)

However for 2cN

5

∫
u5
n|ψjx(t)|, some L2 norm is needed (which is why we intro-

duced Fj , as in [12]). Choosing ε1 small enough and R0 large enough, we can
improve (28) to σ0/400, and so obtain :

2cN
5

∫
u5
n ≥ − σ0

100

∫
u2
n|ψjx(t)| − Ce−

σ0
√

σ0
4 t. (32)

Now adding up (30) and 1/50·(29), and using (31) and (32), we get

d

dt

∫ (
un

2
x −

2
5
u5
n +

1
50
u2
n

)
ψj(t) ≥

σ0

2

∫
un

2
x|ψx(t)| − Ce−

σ0
√

σ0
2 t.

And the estimate on Fj comes by integration between t and Sn.

4.3 Abel transform and conclusion of the proof of Propo-
sition 2

Proof of Proposition 2. We can now conclude the H1 estimates on the right for
wn. First let us obtain some estimates for w̃n(t). We compute

N∑
j=1

1
γ2
j (t)

(
Ej +

γj(t)
2

Mj

)
=
N−1∑
j=1

((
1

γ2
j (t)

− 1
γ2
j+1(t)

)
j∑

k=1

Fk

)

+
N−1∑
j=1

(
1
2

(
1

γj(t)
− 1
γj+1(t)

)(
1− σ0

50

(
1

γj(t)
+

1
γj+1(t)

)) j∑
k=1

Mk

)

+
1

γ2
N (t)

N∑
k=1

Fk +
1

2γN (t)

(
1− σ0

50cN

) N∑
j=1

Mk.

All the terms in the right hand side are positive, so that we can apply Lemma
7 :

N∑
j=1

1
γ2
j (t)

(
Ej(t) +

γj(t)
2

Mj(t)
)
−

N∑
j=1

1
γ2
j (t)

(
Ej(Sn) +

γj(t)
2

Mj(Sn)
)

≤ Ce−
σ0
√

σ0
2 t.
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Now we use fact 3. of Lemma 6 at time t and at time Sn (remind that |γj(t)−
cj | ≤ Cε0, so that cN + ε0 ≥ γj(t) ≥ σ0)

N∑
j=1

1
γ2
j (t)

Hj(t) ≤ Ce−
σ0
√

σ0
2 t + C3ε0

∫ (
ṽ2
n(t) + ṽ2

n(Sn)
) N∑
j=1

φj(t)

≤ Ce−
σ0
√

σ0
2 t + Cε0‖ṽn(t)‖2

L2(1−ψ0(t))

+ Cε0‖U(Sn)V ‖2
L2(1−ψ0(Sn)). (33)

By Proposition 5, we have for j = 1, . . . , N ,

Hj(t) ≥ λ1

∫
(ṽ2
n(t) + ṽn

2
x(t))φj(t)−

1
λ1

((∫
ṽn(t)Q

)2

+
(∫

ṽn(t)Qx

)2
)
.

So that if we sum up those N inequalities, there exists λ0 > 0, neither depending
on σ0 nor ε0, such that

N∑
j=1

1
γ2
j (t)

Hj(t)

≥ λ0‖ṽn(t))‖2
H1(1−ψ0(t))

− 1
λ0

N∑
j=1

((∫
ṽn(t)R̃j(t)

)2

+
(∫

ṽn(t)R̃jx(t)
)2
)

≥ λ0‖ṽn(t))‖2
H1(1−ψ0(t))

− 1
λ0

N∑
j=1

((∫
U(t)V R̃j

)2

+
(∫

Ũ(t)V Qx

)2
)

≥ λ0‖ṽn(t))‖2
H1(1−ψ0(t))

− C

λ0
‖U(t)V ‖2

L2(1−ψ0(t))
. (34)

Note that our control is only on the right because we summed up for j ≥ 1,
which is coherent : we do not expect to obtain somme control in the domain
x < σ0t, where U(t)V has its L2-mass.

Combining (34) and (33), provided that ε0 is small enough so that C3ε0 <
λ0/2, we deduce :

1
C
‖ṽn(t))‖2

H1(1−ψ0(t))
≤ e−

σ0
√

σ0
2 t+‖U(t)V ‖2

L2(1−ψ0(t))
+‖U(Sn)V ‖2

L2(1−ψ0(Sn)).

Finally, recall ṽn(t) = w̃n(t) + U(t)V , thus

‖w̃n(t))‖2
H1(1−ψ0(t))

≤ 2‖ṽn(t))‖2
H1(1−ψ0(t))

+ 2‖U(t)V ‖2
H1(1−ψ0(t))

≤ Ce−
σ0
√

σ0
2 t + C‖U(t)V ‖2

L2(1−ψ0(t))
+ C‖U(Sn)V ‖2

H1(1−ψ0(Sn)). (35)

Now that we have an appropriate estimate on ‖w̃n(t)‖H1(1−ψ0(t), we have only
to go back to wn(t) = w̃n(t) + R(t) − R̃(t). As we noticed after the proof of
Lemma 5 :

‖wn(t)‖H1(1−ψ0(t)) ≤ ‖R(t)− R̃(t)‖H1 + ‖w̃n(t))‖H1(1−ψ0(t))

≤ C
N∑
k=1

|yj(t)− xj − cjt|+ |γj(t)− cj |+ Ce−
σ0
√

σ0
4 t
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+ C‖U(t)V ‖H1(1−ψ0(t)) + C‖U(t)V ‖L2(1−ψ0(Sn)). (36)

Now, using the L2
loc estimate of Lemma 5, and then the estimate 35 :

|y′j(t)− cj |+ |γ′j(t)| ≤ C2e
−σ0

√
σ0

2 t + C2‖U(t)V ‖L2(1−ψ0(t))

+ C2

(∫
w̃2
n(t)e

−√σ0|x−cjt|
)1/2

≤ Ce−
σ0
√

σ0
4 t + C‖U(t)V ‖H1(1−ψ0(t))

+ C‖U(Sn)V ‖L2(1−ψ0(Sn)).

Let us integrate this between t and Sn. Remind the initial conditions yj(Sn) =
xj + cjSn, γj(Sn) = cj , we obtain

|yj(t)− xj − cjt|+ |γj(t)− cj | ≤ Ce−
σ0
√

σ0
4 t + C

∫ Sn

t

‖U(t)V ‖H1(1−ψ0(t))dt

+ C(Sn − t)‖U(Sn)V ‖L2(1−ψ0(Sn)).

This, together with (36), concludes the proof of Proposition 2.

5 Global estimates : proof of Proposition 3
We now want to control what happens in the zone x < σ0t, that is the interaction
with the linear term U(t)V . We follow the path of [4]. As our a priori estimates
only concern wn, we cannot use w̃n, which has a better H1 decay on the right :
we don’t have any available control on M t

0(w̃n). The second point is that it
appears to be difficult to control only ‖wn‖Hs(ψ0(t)), and this is why we do
computation on the whole space, to obtain the decay estimate :

‖wn(t)‖H4 ≤ C

t1/3
.

(Some terms that appear in the integration by part behave badly, but vanish
when integrating on the whole space).

Recall our pointwise estimates on wn(t) (M t
0(wn(t) ≤ ε0) : we have

|wn(t, x)| ≤
C

t1/3

(
1 +

|x|
3
√
t

)−1/4

M t
0(wn(t)),

|wnx(t, x)| ≤
C

t2/3

(
1 +

|x|
3
√
t

)1/4

M t
0(wn(t)).

We proceed in two subsections : one for the H1 estimate, which is very similar
to that of [6] or [4], and one for Hs, s > 1, which requires high integrability and
smoothness of the non-linearity (p ≥ 4).

5.1 H1 estimate
Proof of Proposition 3, H1 estimate. L2 estimate.

Here, no monotonicity is involved (it is essentially a linear theory). We bound
the absolute value of the derivative in time of the L2 norm of wn(t), and then
integrate our estimate backward in time, with wn(Sn) = 0.
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We use the equation for wn

wnt + wnxxx +
(
u4
n −

N∑
j=1

R4
j

)
x

= 0. (11)

We multiply by wn, and integrate in x. After an integration by part, we get

1
2
d

dt

∫
w2
n =

∫ (
u4
n −

N∑
j=1

R4
j

)
wnx

=
∫

(wn + U(t)V +R)4 −R(t)4 − (wn + U(t)V )4)wnx

−
∫ (

R4 −
N∑
j=1

R4
j

)
x

wn −
∫

((wn + U(t)V )4)xwn.

Let us develop

(wn + U(t)V +R)4 −R4 − (wn + U(t)V )4 =
3∑
k=1

Ck4 (wn + U(t)V )kR4−k.

So that∣∣∣∣∫ ((wn + U(t)V +R)4 −R4 − (wn + U(t)V ))4wnx

∣∣∣∣
≤

3∑
k=1

Ck4

∫
|wn + U(t)V |kR4−k|wnx|

≤ C‖wnx‖L2‖wn + U(t)V ‖L2(1−ψ0(t))

3∑
k=1

‖(wn + U(t)V )k−1R3−k‖L∞

≤ Cε0‖wn + U(t)V ‖L2(1−ψ0(t)).

Note that our control is essentially ‖wnx‖L2‖wn + U(t)V ‖L2(1−ψ0(t)), and so
relies on a priori estimate on ‖wn‖H1 to control the L2 level. In fact this problem
will only be acute for H4, but let us explain now how to avoid it. We need to
fully develop the term (wn + U(t)V + R)4. We do integration by part in this
way : ∫

winU(t)V jR4−i−jwnx = − 1
i+ 1

∫
wi+1
n (U(t)V jR4−i−j)x,

so that all derivatives go on R or on U(t)V . It is then clear that in the L2 case,
our control improves to :

C‖w‖2
L2(1−ψ0(t)

+ C‖w‖L2‖U(t)V ‖H1(1−ψ0).

The point being that the estimate only involves ‖wn‖L2 , and we are safe if
we assume enough regularity and decay on V . For now, the direct method is
simpler, so we will use it up to the H3 estimate. Let us now go back to rest of
the terms.
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Of course, the purely solitons-interaction is exponentially small :∣∣∣∣ ∫ (R4 −
N∑
j=1

R4
j

)
x

wn

∣∣∣∣ ≤ ∥∥∥∥R4 −
N∑
j=1

R4
j

∥∥∥∥
H1

‖wn‖L2 ≤ Ce−
−σ0

√
σ0

4 t‖wn(t)‖L2 .

And to complete, we have to treat the purely linear interaction, which we control
as in [4] :∣∣∣∣4∫ (wn + U(t)V )3(wn + U(t)V )xwn

∣∣∣∣
≤ ‖(wn + U(t)V )x(wn + U(t)V )‖L∞‖wn + U(t)V ‖L∞
× ‖wn + U(t)V ‖L2‖wn‖L2

≤ C

t4/3
‖wn‖L2 .

So that we get

d

dt
‖wn(t)‖2

L2 ≤
(
C

t4/3
+ e−

−σ0
√

σ0
4 t

)
‖wn(t)‖L2 + C‖wn(t) + U(t)V ‖L2(1−ψ0(t)).

We integrate between t and Sn, and obtain (wn(Sn) = 0)

‖w(t)‖L2 ≤ C

t1/3
. (37)

as soon as ‖wn(t) + U(t)V ‖L2(1−ψ0(t)) ≤ Ct−5/3.

Ḣ1 estimate.
We differentiate (11) with respect to x :

wnxt + wnxxxx +
(
u4
n −

N∑
j=1

R4
j

)
xx

= 0.

Now we multiply by wnx and integrate in x. After an integration by parts, we
get

1
2
d

dt

∫
wn

2
x =

∫ (
u4
n −

N∑
j=1

R4
j

)
x

wnxx

=
∫

(wn + U(t)V +R)4 −R4 − (wn + U(t)V )4))xwnxx

−
∫ (

R4 −
N∑
j=1

R4
j

)
xx

wnx −
∫

((wn + U(t)V )4)xwnxx.

Let us first treat the second line. As in the L2 case,∣∣∣∣ ∫ (R4 −
N∑
j=1

R4
j

)
xx

wnx

∣∣∣∣ ≤ Cε−
σ0
√

σ0
4 t‖wnx‖L2 .
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And for the purely linear interaction term,∫
((wn + U(t)V )4)xwnxx = 4

∫
wnxx(wnx + U(t)Vx)(wn + U(t)V )3

= −6
∫
wn

2
x(wn + U(t)V )x(wn + U(t)V )2

− 4
∫
wnxU(t)Vxx(wn + U(t)V )3

− 12
∫
wnx(wn + U(t)V )2x(wn + U(t)V )2.

Now, we control each of the terms with ‖wnx‖L2 , ‖(wn +U(t)V )x‖L2 (first and
third term), ‖wn+U(t)V ‖L2 (second term) and the rest in L∞, noticing for the
second term that :

|U(t)Vxx(x)| ≤
C

t2/3

(
1 +

|x|
3
√
t

)1/4

‖Vx‖H1,1 .

So that as previously∣∣∣∣∫ ((wn + U(t)V )4)xwnxx

∣∣∣∣ ≤ C

t4/3
‖wnx‖L2 .

We now turn to∫
(wn + U(t)V +R)4 −R4 − (wn + U(t)V )4))xwnxx

=
3∑
k=1

kCk4

∫
(wnx + U(t)Vx)(wn + U(t)V )k−1R4−kwnxx

+
3∑
k=1

(4− k)
∫

(wn + U(t)V )kRxR3−k)wnxx.

Hence this interaction term is controlled by

C‖wn + U(t)V ‖H1(1−ψ0(t))‖wxx‖L2 ≤ C‖wn‖H1(1−ψ0(t)).

(remind that w,U(t)V,R,Rx ∈ L∞). Again, we obtain

d

dt
‖wnx‖2

L2 ≤ C

(
1
t4/3

+ e−
−σ0

√
σ0

4 t

)
‖wnx‖L2 + C‖wn‖H1(1−ψ0(t)).

We integrate between t and Sn, and derive (wn(Sn) = 0)

‖wnx(t)‖L2 ≤ C

t1/3
, (38)

as soon as ‖wn(t)‖H1(1−ψ0(t)) ≤ Ct−5/3.

Notice that this proof extends to the case p > 3.
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5.2 H4 estimate
Proof of Proposition 3. We only present here the proof for the H2 estimate, as
the higher estimate will be treated in the same way, and will raise in fact less
difficulties. The H3 and H4 estimates are done in full detail in the Appendix.

The proof goes in two steps : the first step is to derive a satisfactory H2 type
relation, the second step is to do the appropriate estimates on this relation

Step 1. Obtaining the relation (40). We now derive a satisfactory relation on
d
dt

∫
wn

2
xx. As before, we use (11), twice differentiated :

wnxxt + wnxxxxx +
(
u4
n −

N∑
j=1

R4
j

)
xxx

= 0.

We multiply it by wnxx, and do an integration by parts, to obtain

1
2
d

dt

∫
wn

2
xx =

∫ (
u4
n −

N∑
j=1

R4
j

)
xx

wnxxx

=
∫ (

u4
n −R4

)
xx

wnxxx +
∫ (

R4 −
N∑
j=1

R4
j

)
xxx

wnxx.

The second integral is harmless. Let us develop the first term :(
u4
n −R4

)
xx

= 4(unxxu
3
n −RxxR

3) + 12(un2
xu

2
n −R2

xR
2)

= 4wnxxu
3
n + 4((U(t)V +R)xxu3

n −RxxR
3)

+ 12(un2
xu

2
n −R2

xR
2).

We put in front the factor wnxx, in view of an integration by parts. Indeed, we
want to get rid of the 3 derivative term wnxxx. We compute :∫ (

u4
n −R4

)
xx

wnxxx = −6
∫
wn

2
xxunxu

2
n

− 4
∫

((U(t)V +R)xxu3
n −RxxR

3)xwnxx − 12
∫

(un2
xu

2
n −R2

xR
2)xwnxx

= −6
∫
wn

2
xxunxu

2
n − 4

∫
((U(t)V +R)xxxu3

n −RxxxR
3)wnxx

− 12
∫

((U(t)V +R)xxunxu
2
n −RxxRxR

2)wnxx

− 24
∫

(unxxunxu
2
n −RxxRxR

2)wnxx − 24
∫

(un3
xun −R3

xR)wnxx.

Let us focus on the first term on the last line, to get :

= −30
∫
wn

2
xxunxu

2
n − 4

∫
((U(t)V +R)xxxu3

n −RxxxR
3)wnxx

− 36
∫

((U(t)V +R)xxunxu
2
n −RxxRxR

2)wnxx

− 24
∫

(un3
xun −R3

xR)wnxx.
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The first term
∫
wn

2
xxunxu

2
n is troublesome, as when developing it contains∫

wn
2
xxRxR

2, which we do not control yet. This is why we will correct this by
considering :

d

dt

∫
wn

2
xu

3
n = 2

∫
wnxtwnxu

3
n + 3

∫
wn

2
xuntu

2
n

= −2
∫
wnxxxxwnxu

3
n −

∫ (
u4
n −

N∑
j=1

R4
j

)
xx
wnxu

3
n

− 3
∫
wn

2
xunxxxu

2
n − 12

∫
wn

2
xunxu

5
n.

Remark that :

−
∫ (

u4
n −

n∑
j=1

R4
j

)
xx

wnxu
3
n

= −
∫

(u4
n −R4)xxwnxu

3
n −

∫ (
R4 −

n∑
j=1

R4
j

)
xx

wnxu
3
n,

where the second integral will be treated as usual. Two terms are to be rear-
ranged in the previous expression : those with high derivative. The first one
is

−2
∫
wnxxxxwnxu

3
n

= 2
∫
wnxxxwnxxu

3
n + 6

∫
wnxxxwnxunxu

2
n

= −9
∫
wn

2
xxunxu

4
n − 6

∫
wnxxwnxunxxu

2
n − 12

∫
wnxxwnxun

2
xun

= −15
∫
wn

2
xxunxu

2
n + 6

∫
wn

2
xx(U(t)V +R(t))xu2

n

− 6
∫
wnxxwnx(U(t)V +R)xxu2

n − 6
∫
wnxxwnxun

2
xun,

and the second one

−3
∫
wn

2
xunxxxu

2
n

= 6
∫
wnxxwnxunxxu

4
n + 6

∫
wn

2
xunxxu

2
n

= 6
∫
wn

2
xxunxu

2
n − 6

∫
wn

2
xx(U(t)V +R)xu2

n

+ 6
∫
wnxxwnx(U(t)V +R)xxu2

n − 12
∫
wnxxwnxun

2
xun.

So that we get

d

dt

∫
wn

2
xu

3
n = −9

∫
wn

2
xxunxu

2
n − 24

∫
wnxxwnxun

2
xun

−
∫

(u4
n −R4)xxwnxu

3
n −

∫ (
R4 −

n∑
j=1

R4
j

)
xx

wnxu
3
n
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− 12
∫
wn

2
xunxu

5
n. (39)

If we put everything together, we obtain the desired equality, on which we will
do all our estimates :

d

dt

(
1
2

∫
wn

2
xx −

20
3

∫
wn

2
xu

3
n

)
= −4

∫
((U(t)V +R)xxxu3

n −RxxxR
3)wnxx

− 36
∫

((U(t)V +R)xxunxu
2
n −RxxRxR

2)wnxx

− 24
∫

(un3
xun −R3

xR)wnxx + 40
∫
wnxxwnxun

2
xun

+
20
3

∫
(u4
n −R4)xxwnxu

3
n + 80

∫
wn

2
xunxu

5
n

+
∫ (

R4 −
N∑
j=1

R4
j

)
xxx

wnxx +
20
3

∫ (
R4 −

n∑
j=1

R4
j

)
xx

wnxu
3
n. (40)

Step 2. Estimating terms in (40). We now estimate separately every term ap-
pearing in the right hand side of (40).
• First let us bound the 2 terms of (40) with R4 −

∑
j R

4
j .∣∣∣∣ ∫ (R4 −

N∑
j=1

R4
j

)
xxx

wnxx

∣∣∣∣ ≤ Ce−
σ0
√

σ0
4 t‖wnxx‖L2 . (41)

• And (remind ‖un‖L∞ ≤ C) :∣∣∣∣ ∫ (R4 −
n∑
j=1

R4
j )xxwnxu

3
n

∣∣∣∣ ≤ Ce−
σ0
√

σ0
4 t‖wnx‖L2 . (42)

• Let us now consider the terms with exponent 8 in (40).∫
(u4
n −R4)xxwnxu

3
n =

∫
wnx

( 4∑
k=1

Ck4 (wn + U(t)V )kR4−k
)
xx

u3
n.

So that all terms are at least quadratic in w or (w+U(t)V ). We do an integration
by parts on the (unique) term with wnxxwnx. Thus, all the terms with at least
one R are controlled by

C‖w‖2
H1(1−ψ0(t))

+ C‖U(t)V ‖2
H2(1−ψ0(t))

.

It remains to treat ∫
((wn + U(t)V )4)xxwnx(wn + U(t)V )3.

Again, the term containing wnxx is treated with an integration by parts, to have
3 terms with 1 derivative. The term with U(t)Vxx is in some sense the worst,
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although the fact V ∈ H2,2 allows to bound it (this is similar to what happens
in the purely linear case [4]) :

‖U(t)Vxx(wn + U(t)V )‖L∞‖wnx(wn + U(t)V )‖L∞‖wn + U(t)V ‖4
L4 ≤

C

t8/3
.

For the terms with three terms with one derivative, one of these is controlled in
L2, which gives the same decay rate Ct−8/3. Finally, we get∣∣∣∣∫ (u4

n −R4)xxwnxu
3
n

∣∣∣∣ ≤ C‖w‖2
H1(1−ψ0(t))

+C‖U(t)V ‖2
H2(1−ψ0(t))

+
C

t8/3
. (43)

Arguing similarly allows us to bound the second term∣∣∣∣∫ wn
2
xunxu

5
n

∣∣∣∣ ≤ ‖wn‖2
H1(1−ψ0(t))

+
C

t8/3
. (44)

We will now consider each of the 4 remaining terms of (40) separately. However,
one constant in the treatment will be that the term wnxx always appear exactly
once, and will be controlled in L2. The second point will be that all terms where
only wn and U(t)V appear (not R) will be controlled by

C

t4/3
‖wnxx‖L2 .

All the terms that do not fall in this category will be bounded by a control of
the type “estimates on the right”, as they contain both R and wn+U(t)V (there
is no terms with only R).

To do this, we develop each term in a “purely linear” part and a “linear-non
linear” interaction part.

•
∫

((U(t)V +R)xxxu3
n −RxxxR

3)wnxx. We develop our main term :

(U(t)V +R)xxxu3
n −RxxxR

3

= U(t)Vxxx(wn + U(t)V )3 + U(t)VxxxR ·
2∑
k=0

Ck3 (wn + U(t)V )kR2−k

+Rxxx(w + U(t)V ) ·
3∑
k=1

Ck3 (wn + U(t)V )k−1R3−k.

Remember V ∈ H3,1 so that Vxx ∈ H1,1, and we get∣∣∣∣∫ ((U(t)V +R)xxxu3
n −RxxxR

3)wnxx

∣∣∣∣
≤ C

(
‖U(t)Vxxx(w + U(t)V )‖L∞‖wn + U(t)V ‖L∞‖wn + U(t)V ‖L2

+ ‖U(t)V ‖H3(1−ψ0(t)) + ‖w‖H1(1−ψ0(t))

)
‖wnxx‖L2

≤ C

(
1
t4/3

+ ‖U(t)V ‖H3(1−ψ0(t)) + ‖w‖H1(1−ψ0(t))

)
‖wnxx‖L2 . (45)
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•
∫

((U(t)V +R)xxunxu
2
n −RxxRxR

2)wnxx. We develop as before

(U(t)V +R)xxunxu
2
n −RxxRxR

2

= U(t)Vxx(wn + U(t)V )x(wn + U(t)V )2 + U(t)VxxRxu2
n

+Rxx(w + U(t)V )xu2
n + U(t)Vxx(wn + U(t)V )x(2(wn + U(t)V ) +R)R

+RxxRx(wn + U(t)V )(wn + U(t)V + 2R).

So that :∣∣∣∣∫ (U(t)V +R)xxunxu
2
n −RxxRxR

2wnxx

∣∣∣∣
≤
(
‖U(t)Vxx‖L2‖(wn + U(t)V )x(wn + U(t)V )‖L∞‖wn + U(t)V ‖L∞

+ C‖U(t)V ‖H2(1−ψ0(t)) + ‖wn‖H1(1−ψ0(t))

)
‖wnxx‖L2 . (46)

The last two terms are the hardest : the assumption of high integrability (p ≥
4) is crucially used. Indeed, these terms contain the information on

∫
u5
xu

p−4 =
−4
∫
uxxu

3
xu

p−3.

•
∫

(un3
xun −R3

xR)wnxx. We develop as usual

un
3
xun −R3

xR

= (wn + U(t)V )3x(wn + U(t)V ) + (wn + U(t)V )3xR+R3
x(wn + U(t)V )

+ (wn + U(t)V )xRx ·
( 2∑
k=1

Ck3 (wn + U(t)V )k−1
x R2−k

)
· un.

First let us forget the first term with no soliton term, and focus on the last
three. Remind that wnx, U(t)Vx ∈ L∞. All these term have R and wn + U(t)V
(with at most 1 derivative) in factor, so that they are bounded by

C‖wn‖H1(1−ψ0(t))‖wnxx‖L2 .

Let us now turn to the remaining term∫
(wn + U(t)V )3x(wn + U(t)V )wnxx

=
∫

(wn + U(t)V )2x(wn + U(t)V )wnxwnxx

+
∫
U(t)Vx(wn + U(t)V )x(wn + U(t)V )(wn + U(t)V )xwnxx.

We use our previously obtained decay ‖wnx‖L2 ≤ Ct−1/3, and the a priori
estimate ‖wnx‖L∞ ≤ ε0 in the first integral, and ‖U(t)Vx‖L∞ ≤ Ct−1/3 (as
Vx ∈ H1,1) for the second integral, to get the bound∣∣∣∣∫ (wn + U(t)V )3x(wn + U(t)V )wnxx

∣∣∣∣
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≤ ‖wxx‖L2‖wx‖L2‖(wn + U(t)V )x‖L∞‖(wn + U(t)V )x(wn + U(t)V )‖L∞
+ ‖wxx‖L2‖wnx + U(t)Vx‖L2‖(wn + U(t)V )x(wn + U(t)V )‖L∞‖U(t)Vx‖L∞

≤ C

t4/3
‖wnxx‖L2 .

So that we obtain in the end∣∣∣∣∫ (un3
xun −R3

xR)wnxx

∣∣∣∣ ≤ C

(
1
t4/3

+ ‖wn‖H1(1−ψ0(t))

)
‖wnxx‖L2 . (47)

•
∫
wnxxwnxun

2
xun. We develop as usual

∫
wnxxwnxun

2
xun =

∫
wnxxwnx(wn + U(t)V )2x(wn + U(t)V )

+
∫
wnxxwnx(wn + U(t)V )2xR+

∫
wnxxwnxRxunxun.

The last two terms are clearly controlled as in the previous case by

‖wn‖H1(1−ψ0(t))‖wnxx‖L2 .

And for the term on the first line :∣∣∣∣∫ wnxxwnx(wn + U(t)V )2x(wn + U(t)V )
∣∣∣∣

≤ ‖wnxx‖L2‖wnx‖L2‖(wn + U(t)V )x‖L∞‖(wn + U(t)V )x(wn + U(t)V )‖L∞

≤ C

t4/3
‖wnxx‖L2 .

And we get for this last term :∣∣∣∣∫ wnxxwnxun
2
xun

∣∣∣∣ ≤ C

(
1
t4/3

+ ‖wn‖H1(1−ψ0(t))

)
‖wnxx‖L2 . (48)

Step 3. Conclusion of the H2 bound. All the terms on the right hand side in
(40) were estimated. As we would like to have a bound on ‖wnxx‖L2 (without
the corrective term), we have to use an integral form for these bounds, and we
have to estimate the corrective term

∫
wn

2
xu

3
n. When developing u3

n, treating
the term with R on one side and the purely “linear” term on the other side, we
get ∣∣∣∣∫ wn

2
xu

3
n

∣∣∣∣ ≤ ‖wn‖2
H1(1−ψ0(t)

+
∫
wn

2
x|wn + U(t)V |3

≤ ‖wn‖2
H1(1−ψ0(t)

+
C

t5/3
.

If we put everything together, for this H2 estimate, starting from the equation
(40), and the bounds for each term (41), (42), (43), (44), (45), (46), (47), and
(48), we get∣∣∣∣ ddt

(
1
2

∫
wn

2
xx −

∫
wn

2
xu

3
n

)∣∣∣∣
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≤ C

(
‖wn‖H2

e
σ0
√

σ0
4 t

+ ‖wn‖2
H1(1−ψ0(t))

+ ‖U(t)V ‖2
H2(1−ψ0(t))

+
(1 + ‖V ‖H2,2)

t8/3

+
(

1 + ‖V ‖H3,1

t4/3
+ ‖wn‖H1(1−ψ0(t)) + ‖U(t)V ‖H3(1−ψ0(t))

)
‖wnxx‖L2

)
.

Let us integrate in time between t and Sn, so that as soon as

‖wn‖H1(1−ψ0(t)) + ‖U(t)V ‖H3(1−ψ0(t)) ≤
C

t4/3
,

we get, for all t ∈ [In, Sn],

‖wnxx(t)‖2
L2 ≤

C

t5/3
+
∫ Sn

t

‖wnxx(τ)‖L2

τ4/3
dτ.

With Lemma 4, we derive :

∀t ∈ [In, Sn], ‖wnxx(t)‖L2 ≤ C

t1/3
.

6 M t
0 estimate : proof of Proposition 4

We now want to conclude the proof of Proposition 1’, that is to prove that for
t ∈ [In, Sn],

M t
0(wn(t)) = ‖wn(t)‖H1 + ‖DαJwn(t)‖L2 + ‖DJwn(t)‖L2 ≤ C

tδ
.

δ < 1
3 : it remains to estimate ‖DαJ twn‖L2 and ‖DJ twn‖L2 . As in [6] and [4],

we do the computation on the dilation operator

Itf = xf + 3t
∫ x

−∞
ftdx,

as it is easier to compute with. So we will proceed in two lemmas, one concerning
Itwn, and then coming back from Itwn to J twn. Let us first do a short reminder
of commutation properties of these operators. Let us note L = ∂t + ∂xxx the
linear KdV operator. Then

Itf − J tf = 3t
∫ x

−∞
Lfdx.

We have the following commutation relations :

[L, J t] = 0, [L, It]f = 3
∫ x

−∞
Lfdx, [J t, ∂x] = [It, ∂x] = −Id.

Notice that ItU(t)V − J tU(t)V = 3t
∫ x
−∞ LU(t)V dx = 0, hence

‖DαItU(t)V ‖L2 + ‖DItU(t)V ‖L2 ≤ C‖V ‖H1,1 .
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6.1 I twn estimates
Let f so that the following has a sense and Φ : R→ R a C1 function. Then we
have the chain rule relation :

It(Φ(f)x) = xΦ(f)x + 3tΦ(f)t = xΦ′(f)fx + 3tΦ′(f)ft = Φ′(f)Itfx. (49)

We will use this formula for Φ(x) = x4 and f = un or f = R.
Let us start with ‖Itwnx‖L2 as the result obtained will then be used for

‖DαIwn‖L2 . We proceed in a very analoguous way as for the H2 estimate, in 3
similar steps.

‖Itwnx‖L2 estimate.
Step 1. Notice that (LItf, f) = 1

2
d
dt‖f(t)‖L2 , which is why we compute :

LItwnx = ItLwnx + Lwn = −It
((

u4
n −

N∑
j=1

R4
j

)
xx

)
−
(
u4
n −

N∑
j=1

R4
j

)
x

= −It(u4
n −R4)xx)− (u4

n −R4)x

+ It
(
R4 −

N∑
j=1

R4
j

)
xx

−
(
R4 −

N∑
j=1

R4
j

)
x

. (50)

Let us can focus on

−It(u4
n −R4)xx)− (u4

n −R4)x = (It(u4
n −R4)x)x − 2(u4

n −R4)x
= −4(u3

nI
tunx −R3ItRx)x − 2(u4

n −R4)x
= −12(unxu

2
nI

tunx −RxR
2ItRx)

− 4(u3
n(I

tunx)x −R3(ItRx)x)− 8(unxu
3
n −RxR

3).

So that

LItwnx =− 12(unxu
2
nI

tunx −RxR
2ItRx)

− 4(u3
n(I

tunx)x −R3(ItRx)x)− 8(unxu
3
n −RxR

3)

+ It
(
R4 −

N∑
j=1

R4
j

)
xx

−
(
R4 −

N∑
j=1

R4
j

)
x

. (51)

This expression of LItwnx is the one will develop.
Step 2. As previously, for every term in (51), we take the “purely linear” term

apart, and all the remaining terms contain both wn +U(t)V and R, and so will
be bounded using estimates “on the right” obtain in Section 4.

• Of course the terms on the last line will be negligible :∣∣∣∣∣∣
∫ (

It
(
R4 −

N∑
j=1

R4
j

)
xx

−
(
R4 −

N∑
j=1

R4
j

)
x

)
Itwnx

∣∣∣∣∣∣ ≤ Cte−
σ0
√

σ0
4 t‖Itwnx‖L2 .

• Then consider

unxu
3
n −RxR

3 = (wn + U(t)V )x(wn + U(t)V )3
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+ (wn + U(t)V )xR ·
( 2∑
k=0

Ck3 (wn + U(t)V )kR2−k
)

+Rx(wn + U(t)V ) ·
( 3∑
k=1

Ck3 (wn + U(t)V )k−1R3−k
)
.

The last two lines have both a localizing term R or Rx, and wn + U(t)V with
at most 1 derivative ; for the first term we use the argument of the linear case,
the L2 norm going on one (wn + U(t)V ), so that∣∣∣∣∫ (unxu

3
n −RxR

3)Itwnx

∣∣∣∣
≤
(
‖(wn + U(t)V )x(wn + U(t)V )‖L∞‖wn + U(t)V ‖L∞‖wn + U(t)V ‖L2

+ C‖wn + U(t)V ‖H1(1−ψ0(t))

)
‖Itwnx‖L2

≤ C

(
1
t4/3

+ ‖wn‖H1(1−ψ0(t))

)
‖Itwnx‖L2 . (52)

For the two other terms, we have to be a little more careful.
• We develop

u3
n(I

tunx)x −R3(ItRx)x = (wn + U(t)V )3((Itwnx)x + (ItU(t)Vx)x)

+ (wn + U(t)V )3(ItRx)x +R3((Itwnx)x + (ItU(t)Vx)x)

+ 3(wn + U(t)V )R(w + U(t)V +R)((Itwnx)x + (It(U(t)V +R)x)x).

First, split all the terms between those containing (Iwnx)x and those with
(IU(t)Vx)x or (IU(t)Vx)x. Now multiply all by Iwnx, and integrate in x. For
the terms containing (Iwnx)x, further integrate by parts. We get∫

(u3
n(I

tunx)x −R3(ItRx)x)Itwnx

= −3
2

∫
(wn + U(t)V )x(wn + U(t)V )2(Itwnx)

2

+
∫

(wn + U(t)V )3(ItU(t)Vx)xItwnx +
∫

(wn + U(t)V )3(ItRx)xItwnx

− 1
2

∫
(R3)x(Itwnx)

2 +
∫
R3(ItU(t)Vx)xItwnx

− 1
2

∫
Ax(Itwnx)

2 +
∫
A(It(U(t)V +R)x)x)Itwnx,

where A = 3(wn+U(t)V )R(wn+U(t)V +R). Then the first line is bounded as
a regular “linear” term by

C

t4/3
‖Itwnx‖2

L2 ≤
C

t4/3
‖Itwnx‖L2 .

Observe that (ItU(t)Vx)x = (J tU(t)Vx)x = (U(t)xVx)x. As V ∈ H2,2, xVx ∈
H1,1 and (U(t)xVx)x has the “almost t−2/3” decay of Lemma 1. So that the first
term of the second line is bounded by

C

t4/3
‖Itwnx‖L2 .
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Notice that uniformly for t ≥ 1,

|ItR|(x) ≤ Ct(1− ψ0(t, x)). (53)

And the same is true with derivatives on R etc. So that the second term of the
second line is bounded by

Ct‖w + U(t)V ‖L2(1−ψ0(t))‖I
twnx‖L2 .

We now have to bound
∫
R3(Itwnx)2. This is the key point where we need some

result on a H3 decay on the right for wn. Indeed, remind that by definition

Itwnx = xwnx + 3twnt = xwnx − 3twnxxx − 3t
(
u4
n −

N∑
j=1

R4
j

)
x

.

Proceeding as previously, we naturally obtain (t ≥ In ≥ 1)

‖RItwnx‖L2 ≤ Ct‖wn‖H3(1−ψ0(t)). (54)

So that : ∣∣∣∣∫ R3(Itwnx)
2

∣∣∣∣ ≤ Ct‖wn‖H3(1−ψ0(t))‖I
twnx‖L2 .

We go on treating our terms :∣∣∣∣∫ R3(ItU(t)Vx)xItwnx

∣∣∣∣ ≤ ‖U(t)(xVx)x‖L2(1−ψ0(t))‖I
twnx‖L2 .

And for the last line, we have the bound

C‖(wn + U(t)V )R‖W 1,∞‖Itwnx‖2
L2

+ C‖(wn + U(t)V )R‖L∞(‖(ItU(t)Vx)x‖L2 + ‖(ItRx)x‖L2)‖Itwnx‖L2 .

But ‖(ItU(t)Vx)x‖L2 = ‖U(t)(xVx)x‖L2 = ‖(xVx)x‖L2 , and ‖(ItRx)x‖L2 ≤ Ct.
And of course

‖(w + U(t)V )R‖W 1,∞ ≤ C‖wn‖H2(1−ψ0(t)) + ‖U(t)V ‖H2(1−ψ0(t)),

so that our bound for this last line rewrites

C(‖wn‖H2(1−ψ0(t)) + ‖U(t)V ‖H2(1−ψ0(t)))(‖V ‖H2,2 + t+ 1)‖Itwnx‖L2 .

And for the second term of our main expression, we get (t ≥ 1)∣∣∣∣∫ (u3
n(I

tunx)x −R3(ItRx)x)Itwnx

∣∣∣∣
≤ C

(
1
t4/3

+ t‖wn‖H3(1−ψ0(t)) + t‖U(t)V ‖H2(1−ψ0(t))

)
‖Itwnx‖L2 . (55)

• We can now turn to the last term :

unxu
2
nI

tunx −RxR
2ItRx

= (wn + U(t)V )x(wn + U(t)V )2It(wn + U(t)V )x
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+ (wn + U(t)V )x(wn + U(t)V )2ItRx
+ (wn + U(t)V )xR(2(wn + U(t)V )R) · Itunx
+RxR

2It(wn + U(t)V )x +Rx(wn + U(t)V )(2(wn + U(t)V ) +R) · Itunx.

Multiply by Itwnx, and integrate in x. Remember that ‖Itwnx‖L2 ≤ ε by as-
sumption on [In, Sn], ‖ItU(t)Vx‖L2 ≤ C‖V ‖H1,1 and ItRx‖L2 ≤ Ct, so that
‖Itunx‖L2 ≤ Ct. We obtain∫

(unxu
2
nI

tunx −RxR
2ItRx)Itwnx

≤ ‖(wn + U(t)V )x(wn + U(t)V )‖L∞‖wn + U(t)V ‖L∞
× ‖It(wn + U(t)V )x‖L2‖Itwnx‖L2

+ ‖wn + U(t)V ‖2
L∞‖(wn + U(t)V )xItRx‖L2‖Itwnx‖L2

+ C‖(wn + U(t)V )xR‖L∞‖Itunx‖L2‖Itwnx‖L2

+ ‖RxR2It(wn + U(t)V )x‖L2‖Itwnx‖L2

+ C‖(wn + U(t)V )Rx‖L2‖Itunx‖L2‖Itwnx‖L2 .

The only non straightforward term is RxR2It(wn +U(t)V )x. Now, analogously
to (54), we have

‖RxR2Itwnx‖L2 ≤ Ct‖wn‖H3(1−ψ0(t)).

And we directly get

‖RxR2ItU(t)Vx‖L2 ≤ C‖U(t)(xVx)x‖L2(1−ψ0(t)).

So that when rewriting the previous estimate, we obtain∫
(unxu

2
nI

tunx −RxR
2ItRx)Itwnx

≤ C

tp/3
‖Itwnx‖L2 + Ct1/3‖wn‖H1(1−ψ0(t))‖I

twnx‖L2

+ Ct(‖wn‖H2(1−ψ0(t)) + ‖U(t)V ‖H2(1−ψ0(t)))‖I
twnx‖L2

+ C(t‖wn‖H3(1−ψ0(t)) + ‖U(t)(xVx)x‖L2(1−ψ0(t)))‖I
twnx‖L2

+ Ct‖wn + U(t)V ‖L2(1−ψ0(t))‖I
twnx‖L2 . (56)

Step 3. Let us now conclude the Itwnx estimate : we add up the results of
(52), (55), and (56), plug them in (51), and get∣∣∣∣12 d

dt
‖Itwnx‖2

L2

∣∣∣∣ ≤ C

(
1
t4/3

+ t‖wn‖H3(1−ψ0(t)) + t‖U(t)V ‖H2(1−ψ0(t))

+ ‖U(t)(xVx)x‖L2(1−ψ0(t))

)
‖Itwnx‖L2 .

So that after integration in time between t and Sn, we have

‖Itwnx‖L2 ≤ C

t4/3
, (57)
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as soon as

t‖wn‖H3(1−ψ0(t)) + t‖U(t)V ‖H2(1−ψ0(t)) + ‖U(t)(xVx)x‖L2(1−ψ0(t)) ≤
C

t4/3
.

Notice that thanks to DItwn = Itwnx + wnx, we also have

‖DItwn‖L2 ≤ C

t1/3
.

This will be useful for the following of the proof.

‖DαItwn‖L2 estimate.
Step 1 and 2. Let us compute

LItwn = ItLwn + 3
∫
Lwn = −It(u4

n −
N∑
j=1

R4
j )x − 3(u4

n −
N∑
j=1

R4
j )

= −4(u3
nI

tunx −R3ItRx)− 3(u4
n −R4)

− 4(R3ItRx −
N∑
j=1

R3
jI
tRjx)− 3(R4 −

N∑
j=1

R4
j ). (58)

What we want is then to apply operator Dα to our equation, multiply both
sides by DαItwn and integrate in x : we get 1

2‖D
αItwn‖2

L2 on the left hand
side, and we are to do some estimations on the right hand side. As we already
have an estimate on DItwn we can avoid a discussion on the behavior of Dα

with respect to a product of functions. Indeed, apart from the purely “linear
term” which is treated as in [4], we will use

|(Dαh,DαItwn)| = |(h,D2αItwn)| ≤ ‖h‖L2(‖DαItwn‖+ ‖DItwn‖L2). (59)

(as α < 1/2). Now, let us bound the terms in (58).
• First :∥∥∥∥− 4(R3ItRx −

N∑
j=1

R3
jI
tRjx)− 3(R4 −

N∑
j=1

R4
j )
∥∥∥∥
L2

≤ Cte−
σ
√

σ0
4 t. (60)

• Second :

u4
n −R4 = (wn + U(t)V )4 + (wn + U(t)V )R ·

( 3∑
k=1

Ck4 (wn + U(t)V )k−1R3−k
)
.

From this we get (using (59) on the second term)

|(Dα(u4
n −R4), DαItwn)| ≤ |(Dα(wn + U(t)V )4, DαItwn)|

+ ‖(w + U(t)V )‖L2(1−ψ0(t))(‖D
αItwn‖L2 + ‖DItwn‖L2).

Now, thanks to the first estimate of Lemma 2 with g = wn + U(t)V , we get

‖Dα(wn + U(t)V )4‖L2 ≤ ‖g‖3
L6

(
‖gxg‖1/2

L∞ + ‖g‖3γ
L∞‖gxg‖

(1−3γ)/2
L∞

)
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≤ C

t1−
1
6

(
1
t

1
2

+
1
tγ
· 1

t
1−3γ

2

)
≤ C

t4/3−γ/2
.

So that

|(Dα(u4
n −R4), DαItwn)| ≤

C

t1/3
‖w‖H1(1−ψ0(t))

+
(

C

t4/3−γ/2
+ ‖w‖H1(1−ψ0(t))

)
‖DαItwn‖L2 . (61)

• And for the last remaining term (the first in the expression of LItwn),

(u3
nIunx −R3ItRx)

=(wn + U(t)V )3It(wn + U(t)V )x + (wn + U(t)V )3ItRx
+Ru2

nI
t(wn + U(t)V )x +R(wn + U(t)V )(wn + U(t)V + 2R)ItRx.

Consider the fist term of the right hand side. Using the second estimate of
Lemma 2 in an analogous way as for (61), with g = wn + U(t)V and h =
Itwn + U(t)V , we have

‖Dα(wn + U(t)V )3It(wn + U(t)V )x‖L2

≤ C

(
1
t1/3

· 1
t

+
1

t(1−2γ)/3
· 1
t

+
1

t(1+2γ)/3
· 1
t1−γ

)
≤ C

t4/3−2γ/3
.

For all the other terms, we use (59), so that we are looking for an L2 control.

‖(wn + U(t)V )3ItRx‖L2 ≤ Ct‖w + U(t)V ‖L2(1−ψ0(t)),∥∥∥∥R ·
( 2∑
k=0

Ck2 (wn + U(t)V )kR2−k
)
· It(wn + U(t)V )x

∥∥∥∥
L2

≤ C‖wn‖H3(1−ψ0(t)) + C‖U(t)xVx‖L2(1−ψ0(t)),∥∥∥∥R(wn + U(t)V ) ·
( 2∑
k=1

Ck2 (wn + U(t)V )k−1R2−k
)
· ItRx.

∥∥∥∥
L2

≤ Ct‖(w + U(t)V ‖L2(1−ψ0(t)).

And for this last term, we get (using 57))

|(Dα(u3
nIunx −R3ItRx), DαItwnn)|

≤
(

1
t4/3−2γ/3

+ t‖wn‖H1(1−ψ0(t) + ‖wn‖H3(1−ψ0(t)) + ‖U(t)xVx‖L2(1−ψ0(t))

)
× C

(
1
t1/3

+ ‖DαItwnn‖L2

)
. (62)

Step 3. We can now sum up the results of (60), (61) and (62), and obtain∣∣∣∣ ddt‖DαItwn‖2
L2

∣∣∣∣ ≤ C

(
1

t4/3−2γ/3
+ t‖wn‖H1(1−ψ0(t)) + ‖wn‖H3(1−ψ0(t))

+ ‖U(t)xVx‖L2(1−ψ0(t))

)(
1
t1/3

+ ‖DαItwn‖L2

)
.
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So that after integration in time between t and Sn, we get

‖DαItwn‖L2 ≤ C

t(1−2γ)/3
=
C

tδ
, (63)

as soon as

t‖wn‖H3(1−ψ0(t)) + t‖U(t)V ‖H2(1−ψ0(t)) + ‖U(t)(xVx)‖H1(1−ψ0(t)) ≤
C

tp/3
.

(condition for both estimates (57) and (63)).

6.2 J twn estimates
We only need to go from our previous estimates (63) and (57) to estimates on
J twn. First remind that Itf(x)− J tf(x) = 3t

∫ x
−∞ Lf . Thus

‖DαJ twn‖L2 +‖DJ twn‖L2 ≤ ‖DαItwn‖L2 +‖Itwnx‖L2 +t‖Dαu4
n−DαR4‖L2

+ t‖Du4
n −DR4‖L2 + t

∥∥∥∥Dα

(
R4 −

N∑
j=1

R4
j

)∥∥∥∥
L2

+ t

∥∥∥∥D(R4 −
N∑
j=1

R4
j

)∥∥∥∥
L2

.

From (57) and (63), we have

‖DαItwn‖L2 + ‖Itwnx‖L2 ≤ Ct−δ.

Obviously, we also have

t

∥∥∥∥Dα

(
R4 −

N∑
j=1

R4
j

)∥∥∥∥
L2

+ t

∥∥∥∥D(R4 −
N∑
j=1

R4
j

)∥∥∥∥
L2

≤ Cte−
σ0
√

σ0
4 t.

Now consider

t‖Dαu4
n −DαR4‖L2 + t‖Du4

n −DR4‖L2 ≤ t‖u4
n − (wn + U(t)V )4 −R4‖H1

+ t‖Dα(wn + U(t)V )4‖L2 + 4t‖(wn + U(t)V )x(wn + U(t)V )3‖L2 .

Using again the first estimate of Lemma 2 with g = wn + U(t)V (see (61)) :

t‖Dα(wn + U(t)V )4‖L2 ≤ t
C

t4/3−γ/2
≤ C

t1/3−γ/2
≤ C

tδ
.

And also,

t‖(wn + U(t)V )x(wn + U(t)V )3‖L2 ≤ Ct‖(wn + U(t)V )x(wn + U(t)V )‖L∞

× ‖wn + U(t)V ‖L∞‖wn + U(t)V ‖L2 ≤ C

t1/3
.

Finally

u4
n− (wn+U(t)V )4−R4 = (wn+U(t)V )R ·

( 3∑
k=1

Ck4 (wn+U(t)V )k−1R3−k
)

= (wn + U(t)V )RA,
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where ‖A‖H1 ≤ C. As H1 is an algebra,

‖u4
n−(wn+U(t)V )4−R4‖L2 ≤ ‖(wn+U(t)V )R‖H1‖A‖H1 ≤ C‖wn‖H1(1−ψ0(t)).

And we are done as soon as ‖wn‖H1(1−ψ0(t)) ≤ Ct−4/3.
Finally we obtained

‖DαJ twn‖L2 + ‖DJ twn‖L2 ≤ Ct−δ.

This concludes the proof of Proposition 1’, and thus of Proposition 1.

Appendix. H3 and H4 uniform decay estimates on wn(t)

We complete the proof of 3, by giving the detailed proof of the H3 and H4

estimates.

Proof of Proposition 3, H3 and H4 cases. Ḣ3 estimate.
Step 1 : deriving the H3 almost conservation law. Let us differentiate (11)

three times :

wnxxxt + wnxxxxxx +
(
u4
n −

N∑
j=1

R4
j

)
xxxx

= 0.

We multiply it by wnxxx, and do an integration by parts, to obtain

1
2
d

dt

∫
wn

2
xxx =

∫ (
u4
n −

N∑
j=1

R4
j

)
xxx

wnxxxx

=
∫ (

u4
n −R4

)
xxx

wnxxxx +
∫ (

R4 − C

ta

N∑
j=1

R4
j

)
xxxx

wnxxx.

The second integral is harmless. Let us develop the first term :(
u4
n −R4

)
xxx

= 4(unxxxu
3
n −RxxxR

3) + 36(unxxunxu
2
n −RxxRxR

2)

+ 24(un3
xun −R3

xR)

= 4wnxxxu
3
n + 4((U(t)V +R)xxu3

n −RxxR
3)

+ 36(unxxunxu
2
n −RxxRxR

2) + 24(un3
xun −R3

xR).

We try to get rid of the wnxxxx terms, by integration by parts.∫ (
u4
n −R4

)
xxx

wnxxxx

= −6
∫
wn

2
xxxunxu

2
n − 4

∫
wnxxx((U(t)V +R)xxxxu3

n −RxxxxR
3)

− 12
∫
wnxxx((U(t)V +R)xxxunxu

2
n −RxxxRxR

2)− 36
∫
wn

2
xxxunxu

2
n

− 36
∫
wnxxx((U(t)V +R)xxxunxu

2
n −RxxxRxR

2)

− 36
∫
wnxxx(un

2
xxu

2
n −R2

xxR
2)− 144

∫
wnxxx(unxxun

2
xun −RxxR

2
xR)
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− 24
∫
wnxxx(un

4
x −R4

x).

We now get the troublesome term −42
∫
wn

2
xxxunxu

2
n. We thus introduce

d

dt

∫
wn

2
xxu

3
n = 2

∫
wnxxtwnxxu

3
n + 3

∫
wn

2
xxuntu

2
n

= −2
∫
wnxxxxxwnxxu

3
n −

∫ (
u4
n −

n∑
j=1

R4
j

)
xxx

wnxxu
3
n

− 3
∫
wn

2
xxunxxxu

2
n − 12

∫
wn

2
xxunxu

5
n.

First :

−
∫ (

u4
n −

n∑
j=1

R4
j

)
xxx

wnxxu
3
n

= −
∫

(u4
n −R4)xxxwnxxu

3
n −

∫ (
R4 −

n∑
j=1

R4
j

)
xxx

wnxxu
3
n,

where the second integral will be treated as usual. Now we rearrange the term
with high derivatives (more than 3) through integrations by parts.

−2
∫
wnxxxxxwnxxu

3
n

= 2
∫
wnxxxxwnxxxu

3
n + 6

∫
wnxxxxwnxxunxu

2
n

= −9
∫
wn

2
xxxunxu

2
n − 6

∫
wnxxxwnxxunxxu

2
n − 12

∫
wnxxxwnxxun

2
xun.

So that we get

d

dt

∫
wn

2
xu

3
n

= −9
∫
wn

2
xxunxu

2
n − 24

∫
wnxxwnxun

2
xun −

∫
(u4
n −R4)xxwnxu

3
n

−
∫ (

R4 −
n∑
j=1

R4
j

)
xx

wnxu
3
n − 12

∫
wn

2
xunxu

5
n.

We derived the desired relation on wnn at level Ḣ3 :

d

dt

(
1
2

∫
wn

2
xxx −

28
3

∫
wn

2
xxu

3
n

)
= −4

∫
wnxxx((U(t)V +R)xxxxu3

n −RxxxxR
3)

− 48
∫
wnxxx((U(t)V +R)xxxunxu

2
n −RxxxRxR

2)

− 36
∫
wnxxx(un

2
xxu

2
n −R2

xxR
2)− 144

∫
wnxxx(unxxun

2
xun −RxxR

2
xR)
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− 24
∫
wnxxx(un

4
x −R4

x) + 52
∫
wnxxxwnxxunxxu

2
n

+ 104
∫
wnxxxwnxxun

2
xun + 28

∫
wn

2
xxunxxxu

2
n

− 112
∫
wn

2
xxunxu

5
n +

28
3

∫
(u4
n −R4)xxxwnxxu

3
n

− 28
3

∫ (
R4 −

n∑
j=1

R4
j

)
xxx

wnxxu
3
n +

∫ (
R4 −

N∑
j=1

R4
j

)
xxxx

wnxxx. (64)

Step 2. Estimating terms in (64). There are 10 lines to consider. From now
on, Ai, A′i, A′′i , . . . will denote a polynomial in wn, U(t)V , R and their derivatives
(involved for the term on line i), defining a function whose properties are given
right after we introduced it.

•
∫
wnxxx((U(t)V +R)xxxu3

n −RxxxR
3).

‖(U(t)V +R)xxxxu3
n −RxxxxR

3‖L2 ≤ ‖U(t)Vxxxx(wn + U(t)V )3‖L2

+ ‖U(t)VxxxxRA1‖L2 + ‖Rxxxx(wn + U(t)V )A′1‖L2 .

with ‖A1‖L∞ + ‖A′1‖L∞ ≤ C. Using that V ∈ H4,1, that is Vxxx ∈ H1,1, we get∣∣∣∣∫ wnxxx((U(t)V +R)xxxxu3
n −RxxxxR

3)
∣∣∣∣

≤ C

(
1
t4/3

+ ‖U(t)V ‖H4(1−ψ0(t)) + ‖wn‖L2(1−ψ0(t))

)
‖wnxxx‖L2 . (65)

•
∫
wnxxx((U(t)V +R)xxxunxu

2
n −RxxxRxR

2).

(U(t)V +R)xxxunxu
2
n −RxxxRxR

2 =

U(t)Vxxx(wn + U(t)V )x(wn + U(t)V )2 + U(t)Vxxx(wn + U(t)V )xRA2

+ U(t)VxxxRxu2
n +Rxxx(wn + U(t)V )xu2

n +RxxxRx(wn + U(t)V )A′2,

with ‖A1‖L∞ + ‖A′1‖L∞ ≤ C. For the “linear”, we bound U(t)Vxxx in L2 and
the rest using the point wise estimates of lemma 1, and obtain∣∣∣∣∫ wnxxx((U(t)V +R)xxxunxu

2
n −RxxxRxR

2

∣∣∣∣
≤ C

(
1
t4/3

+ ‖U(t)V ‖H3(1−ψ0(t)) + ‖wn‖H1(1−ψ0(t))

)
‖wnxxx‖L2 . (66)

•
∫
wnxxx(un

2
xxu

2
n −R2

xxR
2).
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un
2
xxu

2
n −R2

xxR
2 = (wn + U(t)V )2xx(wn + U(t)V )2

+ (wn + U(t)V )2xxRA3 + 2(wn + U(t)V )xxRxxu2
n +R2

xx(wn + U(t)V )A′3,

with ‖A3‖L∞ + ‖A′3‖L∞ ≤ C. The second line is bounded in L2 norm by ‖wn +
U(t)V ‖H2(1−ψ0(t)). The first term needs some attention, and the use of the
estimate ‖wnxx‖L2 ≤ Ct−1/3 obtained earlier.∣∣∣∣∫ wnxxx(wn + U(t)V )2xx(wn + U(t)V )2

∣∣∣∣
≤ C‖wnxxx‖L2‖wxx‖2

L4‖wn + U(t)V ‖2
L∞

+ C‖wnxxx‖L2‖U(t)Vxx‖L2‖U(t)Vxx(wn + U(t)V )‖L∞‖wn + U(t)V ‖L∞

≤ C‖wnxxx‖L2

(
‖wnxx‖

3/2
L2 ‖wxxx‖1/2

L2

1
t2/3

+
1
t4/3

)
≤ C

t4/3
‖wnxxx‖L2 +

C

t7/6
‖wnxxx‖

3/2
L2 .

(we used V ∈ H3,1). And for this term :∣∣∣∣∫ wnxxx(un
2
xxu

2
n −R2

xxR
2)
∣∣∣∣

≤ C

(
1
t4/3

+ ‖wn + U(t)V ‖H2(1−ψ0(t))

)
‖wnxxx‖L2 +

C

t7/6
‖wnxxx‖

3/2
L2 . (67)

•
∫
wnxxx(unxxun

2
xun −RxxR

2
xR).

unxxun
2
xun −RxxR

2
xR

= (wn + U(t)V )xx(wn + U(t)V )2x(wn + U(t)V )

+ (wn + U(t)V )xx(wn + U(t)V )2xRA4

+ (wn + U(t)V )xxRx(2(wn + U(t)V )x +Rx)un +RxxR
2
x(wn + U(t)V )A′4

+Rxx(wn + U(t)V )x(2(wn + U(t)V )x +Rx)un,

with ‖A4‖L∞+‖A′4‖L∞ ≤ C. Let aside the first term, all the others are bounded
in L2 norm by ‖wn + U(t)V )x‖H2(1−ψ0(t)). Now for the remaining first term

‖(wn + U(t)V )xx(wn + U(t)V )2x(wn + U(t)V )‖L2

≤ ‖(w+U(t)V )xx‖L2‖(wn +U(t)V )x‖L∞‖(wn +U(t)V )x(wn +U(t)V )‖L∞ .

Now ‖wnx‖L∞ ≤ Ct1/3 by interpolation, and as V ∈ H2,2, Vx ∈ L1 so that
‖U(t)Vx‖L∞ ≤ Ct−1/3. So that our term bounded by

Ct−1/3t−1 ≤ Ct−4/3,

and we get∣∣∣∣∫ wnxxx(unxxun
2
xun −RxxR

2
xR)

∣∣∣∣
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≤ C

(
1
t4/3

+ ‖wn + U(t)V ‖H2(1−ψ0(t))

)
‖wnxxx‖L2 . (68)

•
∫
wnxxx(un

4
x −R4

x).

un
4
x −R4

x = (wn + U(t)V )4x + (wn + U(t)V )4xRxA5,

where A5 has factors with 1 derivative. As ‖(wn + U(t)V )x‖L∞ ≤ ‖wn +
U(t)V ‖H2 ≤ C, ‖A5‖L∞ ≤ C. With the same estimate, we get that the last
two terms are bounded in L2 norm by ‖wn + U(t)V ‖H1(1−ψ0(t)). For the very
first term, notice that

‖(wn + U(t)V )4x‖L2 ≤ C‖wnx‖4
L8 + ‖U(t)Vx‖L2‖U(t)Vx‖3

L∞ ≤ C

t4/3
+
C

t
3
2
.

Indeed, we interpolate ‖wnx‖L8 between ‖wnx‖L2 and ‖wnxx‖L2 , which both
get decay rate of Ct−1/3, so that ‖wnx‖L8 ≤ Ct−1/3. Furthermore,

‖U(t)V 2
x ‖L∞ ≤ C

t
M t

0(U(t)V )M t
0(U(t)Vx) ≤

C

t
‖V ‖H2,2 ,

hence the second estimate. And we have∣∣∣∣∫ wnxxx(un
4
x −R4

x)
∣∣∣∣ ≤ C

(
1
t4/3

+ ‖wn +U(t)V ‖H2(1−ψ0(t))

)
‖wnxxx‖L2 . (69)

•
∫
wnxxxwnxxunxxu

2
n.

unxxu
2
n = wnxx(wn + U(t)V )2 + U(t)Vxx(wn + U(t)V )2

+ (wn + U(t)V )xxRA6 +Rxxu
2
n,

with ‖A6‖L∞ ≤ C. Then we compute :∣∣∣∣∫ wnxxxwn
2
xx(wn + U(t)V )2

∣∣∣∣ ≤ ‖wnxxx‖L2‖wnxx‖2
L4‖wn + U(t)V ‖2

L∞

≤ C

t1/3·3/2+2/3
‖wnxxx‖

3/2
L2 ≤ C

t7/6
‖wnxxx‖

3/2
L2 .

(‖wnxx‖L4 ≤ ‖wnxx‖
3/4
L2 ‖wnxxx‖

1/4
L2 ). For the second term, as Vx ∈ H1,1,∣∣∣∣∫ wnxxxwnxxU(t)Vxx(wn + U(t)V )2

∣∣∣∣
≤ ‖wnxxx‖L2‖wnxx‖L2‖U(t)Vxx(wn + U(t)V )‖L∞‖wn + U(t)V ‖L∞

≤ C

t5/3
‖wnxxx‖L2 .

And for the last two terms, as ‖wnxx‖L∞ ≤ ‖wnxx‖
1/2
L2 ‖wnxxx‖

1/2
L2 ,∣∣∣∣∫ wnxxxwnxx(wn + U(t)V )xxRA6

∣∣∣∣+ ∣∣∣∣∫ wnxxxwnxxRxxu
2
n

∣∣∣∣
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≤ ‖wnxxx‖L2

(
‖wnxx‖L∞‖wn + U(t)V ‖H2(1−ψ0(t)) + ‖L2‖wnxx‖H2(1−ψ0(t))

)
≤ ‖wn + U(t)V ‖H2(1−ψ0(t))‖wnxxx‖

3/2
L2 + ‖wnxx‖L2(1−ψ0(t))‖wnxxx‖L2 .

Therefore, for the whole term :∣∣∣∣∫ wnxxxwnxxunxxu
2
n

∣∣∣∣ ≤ C

(
1

t(5/3
+ ‖wnxx‖L2(1−ψ0(t))

)
‖wnxxx‖L2

+ C

(
1
t7/6

+ ‖wn + U(t)V ‖H2(1−ψ0(t))

)
‖wnxxx‖

3/2
L2 . (70)

•
∫
wnxxxwnxxun

2
xun.

un
2
xun = (wn + U(t)V )2x(wn + U(t)V )

+ (wn + U(t)V )2xRA7 + (wn + U(t)V )xRxun +R2
xun,

with ‖A7‖L∞ ≤ C. As ‖(wn + U(t)V )x‖L∞ ≤ C we get∣∣∣∣∫ wnxxxwnxx(wn + U(t)V )2x(wn + U(t)V )
∣∣∣∣

≤ ‖wnxxx‖L2‖wnxx‖L2‖(wn + U(t)V )x‖L∞‖(wn + U(t)V )x(wn + U(t)V )‖L∞

≤ C

t4/3
‖wnxxx‖L2 ,

and for the remaining terms, we clearly have∣∣∣∣∫ wnxxxwnxx(wn + U(t)V )2xRA7 + (wn + U(t)V )xRxun +R2
xun

∣∣∣∣
≤ ‖wnxxx‖L2‖wnxx‖L2(1−ψ0(t)).

So that∣∣∣∣∫ wnxxxwnxxun
2
xun

∣∣∣∣ ≤ C

(
1
t4/3

+ ‖wnxx‖L2(1−ψ0(t))

)
‖wnxxx‖L2 . (71)

•
∫
wn

2
xxunxu

5
n +

∫
(u4
n −R4)xxxwnxxu

3
n.

unxu
5
n = (wn + U(t)V )x(wn + U(t)V )5 + (wn + U(t)V )xRA9 +Rxu

5
n,

with ‖A8‖L∞ ≤ C. So that we get directly∣∣∣∣∫ wn
2
xxunxu

5
n

∣∣∣∣ ≤ C

t2/3+1+4/3
+ ‖wnxx‖L2(1−ψ0(t))‖wn + U(t)V ‖H1(1−ψ0(t))

+ C‖wnxx‖2
L2(1−ψ0(t))

.

Now for the right term
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∫
(u4
n −R4)xxxwnxxu

3
n = −

∫
(u4
n −R4)xxwnxxxu

3
n

− 3
∫

(u4
n −R4)xxwnxxunxu

2
n.

As
(u4
n −R4)xx = 4(unxxu

3
n −RxxR

2) + 12(un2
xu

2
n −R2

xR
2),

we get that :

(u4
n −R4)xxu3

n =
(
4
(
wnxx(wn + U(t)V )3 + U(t)Vxx(wn + U(t)V )3

+ (wn + U(t)V )xxRA′8 +Rxx(wn + U(t)V )A′′8
)

+ 12
(
(wn + U(t)V )2x(wn + U(t)V )2 + (wn + U(t)V )2xRA

′′′
8

+ 2(wn + U(t)V )xRxu3
n +R2

xx(wn + U(t)V )A′′′′8

))
(A′′′′′8 R+ (wn + U(t)V )3),

where all the A′8···
′ are bounded in L∞. Now when developing carefully, we get

that :∣∣∣∣∫ (u4
n −R4)xxxwnxxu

3
n

∣∣∣∣ ≤ C

t8/3
+ C‖wn‖2

H2(1−ψ0(t))
+ C‖U(t)V ‖2

H2(1−ψ0(t))

(72)

•
∫ (

R4 −
n∑
j=1

R4
j

)
xxx

wnxxu
3
n and

∫ (
R4 −

N∑
j=1

R4
j

)
xxxx

wnxxx.

We obviously have exponential decay :

∣∣∣∣ ∫ (R4 −
n∑
j=1

R4
j

)
xxx

wnxxu
3
n

∣∣∣∣+ ∣∣∣∣ ∫ (R4 −
N∑
j=1

R4
j

)
xxxx

wnxxx

∣∣∣∣
≤ Ce−

σ0
√

σ0
4 t‖wn‖H3 . (73)

And finally :

•
∫
wn

2
xxu

3
n.

As u3
n = (wn + U(t)V )3 +RA10, with ‖A10‖L∞ ≤ C, we have :∣∣∣∣∫ wn

2
xxu

3
n

∣∣∣∣ ≤ C

t2/3+1
+C‖wnxx‖2

L2(1−ψ0(t))
≤ C

t5/3
+C‖wnxx‖2

L2(1−ψ0(t))
. (74)

Step 3. We can now conclude our estimate of 64. Let us sum all our estimates
(65)-(73). Then let us integrate in time between t and Sn, and plug in (74). We
get

‖wnxxx‖2
L2

≤ C

t5/3
+ C‖wnxx‖2

L2(1−ψ0(t))
+ C

∫ Sn

t

‖wnxxx(τ)‖
3/2
L2

t7/6
dτ

+ C

∫ Sn

t

(
1
t4/3

+ ‖wn‖H2(1−ψ0(t)) + ‖U(t)V ‖H3(1−ψ0(t))

)
‖wnxxx(τ)‖L2dτ.
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Now,
(

7
6 − 1

)
· 1

1−3/4 = 2
3 , so that from Lemma 4, we get

‖wnxxx‖L2 ≤ C

t1/3
,

as soon as V ∈ H4,1 ∩H2,2 and

‖wn‖H2(1−ψ0(t)) + ‖U(t)V ‖H4(1−ψ0(t)) ≤
C

t4/3
.

This conclude the Ḣ3 estimate.

Ḣ4 estimate
Let us summarize what we obtained until now. We dispose of the global

estimates

‖wn(t)‖H4 +M t
0(wn(t)) ≤ ε0, and ‖wn(t)‖H3 ≤ C

t−1/3
,

along with the following decay on the right estimates (from Corollary 1) :

t‖wn‖H3(1−ψ0(t)) + ‖U(t)V ‖H5(1−ψ0(t)) ≤
C

t4/3
.

Step 1 : deriving the H4 conservation law. Let us differentiate (11) four
times :

wnxxxxt + wnxxxxxxx +
(
u4
n −

N∑
j=1

R4
j

)
xxxxx

= 0.

We multiply it by wnxxxx, and do an integration by parts, to obtain

1
2
d

dt

∫
wn

2
xxxx =

∫ (
u4
n −

N∑
j=1

R4
j

)
xxxx

wnxxxxx

=
∫ (

u4
n −R4

)
xxxx

wnxxxxx +
∫ (

R4 −
N∑
j=1

R4
j

)
xxxxx

wnxxxx.

The second integral is harmless. Let us develop the first term(
u4
n −R4

)
xxxx

= 4(unxxxxu
3
n −RxxxxR

3) + 48(unxxxunxu
2
n −RxxxRxR

2)

+ 36(un2
xxu

2
n −R2

xxR
2) + 144(unxxun

2
xun −RxxR

2
xR)

+ 24(un4
x −R4

x)

= 4wnxxxxu
3
n + 4((U(t)V +R)xxxu3

n −RxxxR
3)

+ 48(unxxxunxu
2
n −RxxxRxR

2) + 36(un2
xxu

2
n −R2

xxR
2)

+ 144(unxxun
2
xun −RxxR

2
xR) + 24(un4

xun −R4
xR).

We try to get rid of the wnxxxx terms, by integration by parts.∫ (
u4
n −R4

)
xxxx

wnxxxxx
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= −6
∫
wn

2
xxxxunxu

2
n − 4

∫
wnxxxx((U(t)V +R)xxxxxu3

n −RxxxxxR
3)

− 60
∫
wnxxxx((U(t)V +R)xxxxunxu

2
n −RxxxxRxR

2)

− 48
∫
wn

2
xxxxunxu

2
n − 120

∫
wnxxxx(unxxxunxxu

2
n −RxxxRxxR

2)

− 240
∫
wnxxxx(unxxxun

2
xun −RxxxR

2
xR)

− 360
∫
wnxxxx(un

2
xxunxun −R2

xxRxR)

− 240
∫
wnxxxx(unxxun

3
x −RxxR

3
x)

We now want to get rid of the troublesome term −54
∫
wn

2
xxxunxu

2
n. We thus

introduce
d

dt

∫
wn

2
xxxu

3
n = 2

∫
wnxxxtwnxxxu

3
n + 3

∫
wn

2
xxxuntu

2
n

= −2
∫
wnxxxxxxwnxxxu

3
n −

∫ (
u4
n −

n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n

− 3
∫
wn

2
xxxunxxxu

2
n − 12

∫
wn

2
xxxunxu

5
n.

First :

−
∫ (

u4
n −

n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n

= −
∫

(u4
n −R4)xxxxwnxxxu

3
n −

∫ (
R4 −

n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n

=
∫

(u4
n −R4)xxxwnxxxxu

3
n + 3

∫
(u4
n −R4)xxxwnxxxunxu

2
n

−
∫ (

R4 −
n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n,

where the third integral is immediately controlled. Now we rearrange the term
with high derivatives (more than 3) through integrations by parts.

−2
∫
wnxxxxxxwnxxxu

3
n

= 2
∫
wnxxxxxwnxxxxu

3
n + 6

∫
wnxxxxxwnxxxunxu

2
n

= −9
∫
wn

2
xxxxunxu

2
n − 6

∫
wnxxxxwnxxxunxxu

2
n

− 12
∫
wnxxxxwnxxxun

2
xun.

So that we get :

d

dt

∫
wn

2
xxxu

3
n
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= −9
∫
wn

2
xxxxunxu

2
n − 6

∫
wnxxxxwnxxxunxxu

2
n

− 12
∫
wnxxxxwnxxxun

2
xun − 3

∫
wn

2
xxxunxxxu

2
n − 12

∫
wn

2
xxxunxu

5
n

+
∫

(u4
n −R4)xxxwnxxxxu

3
n + 3

∫
(u4
n −R4)xxxwnxxxunxu

2
n

−
∫ (

R4 −
n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n

And we obtain the following (and last) relation, at level Ḣ4 :

d

dt

(
1
2

∫
wn

2
xxxx − 12

∫
wn

2
xxxu

3
n

)
=

− 4
∫
wnxxxx((U(t)V +R)xxxxxu3

n −RxxxxxR
3)

− 60
∫
wnxxxx((U(t)V +R)xxxxunxu

2
n −RxxxxRxR

2)

− 120
∫
wnxxxx(unxxxunxxu

2
n −RxxxRxxR

2)

− 240
∫
wnxxxx(unxxxun

2
xun −RxxxR

2
xR)

− 360
∫
wnxxxx(un

2
xxunxun −R2

xxRxR)− 240
∫
wnxxxx(unxxun

3
x −RxxR

3
xR)

+ 72
∫
wnxxxxwnxxxunxxu

2
n + 144

∫
wnxxxxwnxxxun

2
xun

+ 36
∫
wn

2
xxxunxxxu

2
n + 144

∫
wn

2
xxxunxu

5
n − 12

∫
(u4
n −R4)xxxwnxxxxu

3
n

− 36
∫

(u4
n −R4)xxxwnxxxunxu

2
n + 12

∫ (
R4 −

n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n

+
∫ (

R4 −
N∑
j=1

R4
j

)
xxxxx

wnxxxx. (75)

Step 2. Estimating terms in (75). There are 13 lines to consider, and as for
the H3 norm, we will do them one by one. We now note Bi in place of Ai in
the previous lemma : all Bi are bounded in L∞. For the lower order (ie L2 or
H1) estimates on the right, we will systematically bound it by ‖wn‖H1(1−ψ0(t))

as ‖U(t)V ‖H1(1−ψ0(t)) ≤ ‖wn‖H1(1−ψ0(t)).

•
∫
wnxxxx((U(t)V +R)xxxxxu3

n −RxxxxxR
3).

(U(t)V +R)xxxxxu3
n −RxxxxxR

3 = U(t)Vxxxxx(wn + U(t)V )3

+ U(t)VxxxxxRB1 +Rxxxxx(wn + U(t)V )B′
1.

So that as V ∈ H4,1, we obtain :
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∣∣∣∣∫ wnxxxx((U(t)V +R)xxxxxu3
n −RxxxxxR

3

∣∣∣∣
≤ C

(
1
t4/3

+ ‖wn‖H1(1−ψ0(t)) + ‖U(t)V ‖H5(1−ψ0(t))

)
‖wnxxxx‖L2 . (76)

•
∫
wnxxxx((U(t)V +R)xxxxunxu

2
n −RxxxxRxR

2).

(U(t)V +R)xxxxunxu
2
n −RxxxxRxR

2

= U(t)Vxxxx(wn + U(t)V )x(wn + U(t)V )2 + U(t)Vxxxx(wn + U(t)V )xRB2

+ U(t)VxxxxRxu2
n +Rxxxx(wn + U(t)V )xu2

n

+RxxxxRx(wn + U(t)V )B′
2.

And as V ∈ H4, we simply get :∣∣∣∣∫ wnxxxx((U(t)V +R)xxxxunxu
2
n −RxxxxRxR

2)
∣∣∣∣

≤ C

(
1
t4/3

+ ‖U(t)V ‖H4(1−ψ0(t)) + ‖wn‖H1(1−ψ0(t))

)
‖wnxxxx‖L2 . (77)

•
∫
wnxxxx(unxxxunxxu

2
n −RxxxRxxR

2).

unxxxunxxu
2
n −RxxxRxxR

2

= (wn + U(t)V )xxx(wn + U(t)V )xx(wn + U(t)V )2

+ (wn + U(t)V )xxx(wn + U(t)V )xxRB3 + (wn + U(t)V )xxxRxxu2
n

+Rxxx(wn + U(t)V )xxu2
n +RxxxRxx(wn + U(t)V )B′

3.

Then only considering the first term :∣∣∣∣∫ wnxxxx(wn + U(t)V )xxx(wn + U(t)V )xx(wn + U(t)V )2
∣∣∣∣

≤ C‖wnxxxx‖L2

(
‖wnxxx‖L2‖wnxx‖L∞‖wn + U(t)V ‖L∞

+ ‖wnxxx‖L2‖U(t)V )xx(wn + U(t)V )‖L∞

+ ‖U(t)V )xxx(wn + U(t)V )‖L∞‖wn + U(t)V ‖H2

)
‖wn + U(t)V ‖2

L∞

≤
(
C

t4/3
+

C

t5/3
+

C

t4/3

)
‖wnxxxx‖L2 .

(where we used Vxx ∈ H1,1). So that for this term :∣∣∣∣∫ wnxxxx(unxxxunxxu
2
n −RxxxRxxR

2)
∣∣∣∣

≤ C

(
1
t4/3

+ ‖wn + U(t)V ‖H3(1−ψ0(t))

)
‖wnxxxx‖L2 . (78)
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•
∫
wnxxxx(unxxxun

2
xun −RxxxR

2
xR).

unxxxun
2
xun −RxxxR

2
xR

= (wn + U(t)V )xxx(wn + U(t)V )2x(wn + U(t)V )

+ (wn + U(t)V )xxx(wn + U(t)V )2xRB4 + (wn + U(t)V )xxxRxB′
4un

+RxxxR
2
x(wn + U(t)V )B′′

4 +RxxxRx(w + U(t)V )xB′′′
4 un.

Now, we have :

‖wnx + U(t)Vx‖L∞ ≤ ‖wn‖H2 + ‖U(t)Vx‖L∞ ≤ C

t1/3
,

as Vx ∈ L1. So that :

‖(wn + U(t)V )xxx(wn + U(t)V )2x(wn + U(t)V )‖L2 ≤ C

t1/3
· C
t
≤ C

t4/3
.

And we get :∣∣∣∣∫ wnxxxx(unxxxun
2
xun −RxxxR

2
xR)

∣∣∣∣
≤ C

(
1
t4/3

+ ‖wn + U(t)V ‖H3(1−ψ0(t))

)
‖wnxxxx‖L2 . (79)

•
∫
wnxxxx(un

2
xxunxun −R2

xxRxR).

un
2
xxunxun −R2

xxRxR

= (wn + U(t)V )2xx(wn + U(t)V )x(wn + U(t)V )

+ (wn + U(t)V )2xx(wn + U(t)V )xRB5 + (wn + U(t)V )2xxRxun
+ (wn + U(t)V )xxRxB′

5unxun +R2
xx(wn + U(t)V )xun

+R2
xxRx(wn + U(t)V )B′′

5 .

As previously as Vxx ∈ H1,1 :

‖(wn + U(t)V )xx‖L∞ ≤ ‖wn‖H3 + ‖U(t)Vxx‖L∞ ≤ C

t1/3
.

So that

‖(wn + U(t)V )2xx(wn + U(t)V )x(wn + U(t)V )‖L2

≤ C‖(wn + U(t)V )xx‖L2 · 1
t

1
3+1

≤ C

t4/3
.

And we get∣∣∣∣∫ wnxxxx(un
2
xxunxun −R2

xxRxR)
∣∣∣∣
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≤ C

(
1
t4/3

+ ‖wn + U(t)V ‖H3(1−ψ0(t))

)
‖wnxxxx‖L2 . (80)

•
∫
wnxxxx(unxxun

3
x −RxxR

3
x).

unxxun
3
x −RxxR

3
x =wnxx(wn + U(t)V )3x + U(t)VxxwnxB6 + U(t)VxxU(t)V 3

x

+ (wn + U(t)V )xxRxB′
6 +Rxx(wn + U(t)V )xB′′

6 ,

where ‖B6‖L∞ ≤ Ct−2/3 (it is a homogeneous polynomial of degree 2 in wnx
and U(t)Vx), and B′

6, B′′
6 are bounded in L∞. Now (the L2 norm goes to a

wn-type term when possible, and Vx ∈ H1,1) :

‖wnxx(wn + U(t)V )3x‖L2 ≤ C

t1/3
· C
t
,

‖U(t)VxxwnxB6‖L2 ≤ C

t1/3
· C

t1/3
· C

t2/3
,

‖U(t)VxxU(t)V 3
x ‖L2 ≤ C

t
· C

t1/3
.

So that the “linear term” is bounded by Ct−4/3, and we have∣∣∣∣∫ wnxxxx(unxxun
3
x −RxxR

3
x)
∣∣∣∣

≤ C

(
1
t4/3

+ ‖wn + U(t)V ‖H2(1−ψ0(t))

)
‖wnxxxx‖L2 . (81)

•
∫
wnxxxxwnxxxunxxu

2
n.

unxxu
2
n = (wn + U(t)V )xx(wn + U(t)V )2 + (wn + U(t)V )xxRB8 +Rxxu

2
n.

No as ‖wnxxx‖L2 ≤ Ct−1/3 and :

‖(wn + U(t)V )xx(wn + U(t)V )2‖L∞ ≤ C

t
,

we get∣∣∣∣∫ wnxxxxwnxxxunxxu
2
n

∣∣∣∣
≤ C

(
1
t5/3

+ ‖wn‖H3(1−ψ0(t)) + ‖U(t)V ‖H2(1−ψ0(t))

)
‖wnxxxx‖L2 . (82)

•
∫
wnxxxxwnxxxun

2
xun.

It is almost like the previous one.

un
2
xun = (wn + U(t)V )2x(wn + U(t)V ) + (wn + U(t)V )2xRB9 +RB′

9un.
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Now along with ‖wnxxx‖L2 ≤ Ct−1/3, we have :

‖(wn + U(t)V )2x(wn + U(t)V )‖L∞ ≤ C

t1+1/3
=

C

t4/3
.

So that∣∣∣∣∫ wnxxxxwnxxxun
2
xun

∣∣∣∣ ≤ C

(
1
t5/3

+ ‖wn‖H3(1−ψ0(t))

)
‖wnxxxx‖L2 . (83)

•
∫
wn

2
xxxunxxxu

2
n.

unxxxu
2
n = wnxxx(wn + U(t)V )2 + U(t)Vxxx(wn + U(t)V )2

+ (wn + U(t)V )xxxRB10 +Rxxxu
2
n.

Now as V ∈ H3,1, we have

‖U(t)Vxxx(wn + U(t)V )2‖L∞ ≤ C

t4/3
.

Then, of course∣∣∣∣∫ wn
2
xxx((wn + U(t)V )xxxRB10 +Rxxxu

2
n)
∣∣∣∣ ≤ ‖wn‖2

H3(1−ψ0(t))
.

And for the first term, we have to be a bit more foxy :∫
wn

3
xxx(wn + U(t)V )2 = −3

∫
wnxxxxwn

2
xxx(wn + U(t)V )x(wn + U(t)V ).

This last term is bounded by

‖wnxxxx‖L2‖wnxxx‖L2‖wnxxx‖L∞‖(wn + U(t)V )x(wn + U(t)V )‖L∞

≤ C

t4/3
‖wnxxxx‖L2 .

And we get∣∣∣∣∫ w2
xxxunxxxu

2
n

∣∣∣∣ ≤ C

t5/3
+

C

t4/3
‖wnxxxx‖L2 + ‖wn‖2

H3(1−ψ0(t))
. (84)

•
∫
wn

2
xxxunxu

5
n

unxu
5
n = (wn + U(t)V )x(wn + U(t)V )5 + (wn + U(t)V )xRB11 +Rxu

5
n.

We can use directly the usual L∞ bound for the first term and get a Ct−7/3

decay, so that ∣∣∣∣∫ ∫ wn
2
xxxunxu

5
n

∣∣∣∣ ≤ C

t3
+
C‖wn‖H1(1−ψ0(t))

t2/3
. (85)
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•
∫

(u4
n −R4)xxxwnxxxxu

3
n.

The only trouble with this 8-power integral is the expression of the differen-
tiated term.

(u4
n −R4)xxx

= 4(unxxxu
3
n −RxxxR

3) + 36(unxxun
2
xR

2 −RxxR
2
xR

2) + 24(un3
xun −R3

xR)

= 4(wnxxx(wn + U(t)V )3 + U(t)Vxxx(wn + U(t)V )3

+ (wn + U(t)V )xxxRB12 +Rxxx(wn + U(t)V )B′
12)

+ 36((wn + U(t)V )xx(wn + U(t)V )2x(wn + U(t)V )2

+ (wn + U(t)V )xx(wn + U(t)V )2xRB
′′
12 + (wn + U(t)V )xxRB′′′

12u
2
n

+RxxR
2
x(wn + U(t)V )B′′′′

12 +Rxx(wn + U(t)V )xB′′′′′
12 u

2
n

+ 24((wn + U(t)V )3x(wn + U(t)V ) + (wn + U(t)V )3xRB
′′′′′′
12

+ (wn + U(t)V )xRB′′′′′′′
12 un +R3

x(wn + U(t)V )B′′′′′′′′
12 . (86)

Now along with u3
n = (wn +U(t)V )3 +RB′′′′′′′′′

12 , we develop the product (u4
n −

R4)xxxu3
n. Looking only on terms without R, we have the L2 bound on these

terms : (
C

t
1
3+1

+
C

t1+1/3
+
C

t2
+

C

t
1
3+1

)
· C
t1
≤ C

t7/3
.

On the other side, for any of the terms containing R, we have the following
on-the-right bound

C‖wn + U(t)V ‖H3(1−ψ0(t)).

So that finally∣∣∣∣∫ (u4
n −R4)xxxwnxxxxu

3
n

∣∣∣∣
≤ C

(
1
t7/3

+ ‖wn + U(t)V ‖H3(1−ψ0(t))

)
‖wnxxxx‖L2 . (87)

•
∫

(u4
n −R4)xxxwnxxxunxu

2
n.

We reuse the development (86), along with

unxu
2
n = (wn + U(t)V )x(wn + U(t)V )2 + (wn + U(t)V )xRB14 +Rxu

2
n,

to have L2 bounds on the product (u4
n − R4)xxxunxu2

n. For the terms with no
R, we get (

C

t
1
3+1

+
C

t1+
1
3

+
C

t2
+

C

t
1
3+1

)
· C
t

4
3
≤ C

t8/3
.

And as for the previous integral, for any of the terms containing R, we have the
on-the-right bound :

C‖wn + U(t)V ‖H3(1−ψ0(t)).

Then ‖wnxxx‖L2 ≤ Ct−1/3 gives the estimate :∣∣∣∣∫ (u4
n −R4)xxxwnxxxunxu

2
n

∣∣∣∣ ≤ C

(
1
t3

+
‖wn + U(t)V ‖H3(1−ψ0(t))

t1/3

)
. (88)
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•
∫ (

R4 −
n∑
j=1

R4
j

)
xxxx

wnxxxu
3
n and

∫ (
R4 −

N∑
j=1

R4
j

)
xxxxx

wnxxxx.

We obviously have exponential decay :

∣∣∣∣ ∫ (R4 −
n∑
j=1

R4
j

)
xxx

wnxxu
3
n

∣∣∣∣+ ∣∣∣∣ ∫ (R4 −
N∑
j=1

R4
j

)
xxxx

wnxxx

∣∣∣∣
≤ Ce−

σ0
√

σ0
4 t‖wn‖H4 . (89)

And finally :

•
∫
wn

2
xxxu

3
n.

As u3
n = (wn + U(t)V )3 +RB15, we have∣∣∣∣∫ wn
2
xxxu

3
n

∣∣∣∣ ≤ C

t
2
3+1

+ C‖wnxxx‖2
L2(1−ψ0(t))

≤ C

t5/3
+ C‖wnxxx‖2

L2(1−ψ0(t))
.

(90)
Step 3. Let us sum all our estimates (76)-(89) (aside from 86). Then we

integrate in time between t and Sn, and plug in (90). We get

‖wnxxx‖2
L2 ≤

C

t2/3
+ C

∫ Sn

t

‖wn(τ‖2
H3(1−ψ0(t))

dτ + C‖wnxxx‖2
L2(1−ψ0(t))

+ C

∫ Sn

t

(
1
t4/3

+ ‖wn‖H3(1−ψ0(t)) + ‖U(t)V ‖H5(1−ψ0(t))

)
‖wnxxxx(τ)‖L2dτ

(Notice that we don’t have an exponent greater than 1 on ‖wnxxxx(τ)‖L2). So
that we obtain

‖wnxxx‖L2 ≤ C

t1/3
.

as soon as V ∈ H5,1 ∩H2,2 and :

‖wn‖H3(1−ψ0(t)) + ‖U(t)V ‖H5(1−ψ0(t)) ≤
C

t4/3
.

This is follows from Corollary 1, and completes the proof of Proposition 3.
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